
OpenDR —
Open Deep Learning Toolkit for Robotics

Project Start Date: 01.01.2020
Duration: 48 months
Lead contractor: Aristotle University of Thessaloniki

Deliverable D3.4: Final report on deep human
centric active perception and cognition

Date of delivery: 29 September 2023

Contributing Partners: AUTH, AU, TAU
Version: v3.0

This project has received funding from the European Union’s Horizon
2020 research and innovation programme under grant agreement No
871449.



D3.4: Final report on deep human centric active perception and cognition 2/104

Title D3.4: Final report on deep human centric active perception
and cognition

Project OpenDR (ICT-10-2019-2020 RIA)
Nature Report
Dissemination Level: PUblic
Authors Avramelou Loukia (AUTH), Kakaletsis Efstratios (AUTH), Pas-

salis Nikolaos (AUTH), Kirtas Emmanouil (AUTH), Manousis
Theodoros (AUTH), Babis Emmanouil (AUTH), Nousi Paraskevi
(AUTH), Tzelepi Maria (AUTH), Symeonidis Charalampos
(AUTH), Spanos Dimitrios (AUTH), Tosidis Pavlos-Apostolos
(AUTH), Tsampazis Konstantinos (AUTH), Tefas Anastasios
(AUTH), Nikolaidis Nikolaos (AUTH), Quoc Nguyen (TAU),
Jussi Taipalmaa (TAU), Kateryna Chumachenko (TAU), Anton
Muravev (TAU), Moncef Gabbouj (TAU), Illia Oleksiienko (AU),
Alexandros Iosifidis (AU)

Lead Beneficiary TAU (Tampere University)
WP 3
Doc ID: OPENDR D3.4.pdf

Document History

Version Date Reason of change
v1.0 9/5/2023 Deliverable structure template ready
v2.0 25/09/2023 Contributions from partners finalized
v3.0 29/09/2023 Final version ready

OpenDR No. 871449



D3.4: Final report on deep human centric active perception and cognition 3/104

Contents
1 Introduction 6

1.1 Deep person/face/body part active detection/recognition and pose estimation
(T3.1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Deep person/face/body part tracking, human activity recognition (T3.2) . . . . 6
1.3 Social signal (facial expression, gesture, posture, etc.) analysis and recognition

(T3.3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Deep speech and biosignals analysis and recognition (T3.4) . . . . . . . . . . . 6
1.5 Multi-modal human centric perception and cognition (T3.5) . . . . . . . . . . 7
1.6 Connection to Project Objectives . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Deep person/face/body part active detection/recognition and pose estimation 9
2.1 Using Synthesized Facial Views for Active Face Recognition . . . . . . . . . . 9
2.2 Multi-axes Control for Embedding-based Active Face Recognition . . . . . . . 10

2.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.2 Description of work performed so far . . . . . . . . . . . . . . . . . . 10
2.2.3 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Active Perception for enabling Efficient High Resolution Pose Estimation . . . 15
2.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2 Description of work performed so far . . . . . . . . . . . . . . . . . . 15
2.3.3 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 Deep Reinforcement Learning for Active Perception . . . . . . . . . . . . . . 18
2.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.4.2 Description of work performed so far . . . . . . . . . . . . . . . . . . 18
2.4.3 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5 Neural Attention driven Non-Maximum Suppression for Person Detection . . . 24
2.5.1 Introduction, objectives and work performed so far . . . . . . . . . . . 24

3 Deep person/face/body part tracking, human activity recognition 25
3.1 Variational Spatio-Temporal Graph Convolutional Networks for Skeleton-based

Action Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.2 Summary of the state of the art . . . . . . . . . . . . . . . . . . . . . . 26
3.1.3 Description of work performed so far . . . . . . . . . . . . . . . . . . 28
3.1.4 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Social signal (facial expression, gesture, posture, etc.) analysis and recognition 31
4.1 RGB Hand Detection and Gesture Recognition . . . . . . . . . . . . . . . . . 31

4.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.2 Summary of state of the art . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1.3 Description of the work performed so far . . . . . . . . . . . . . . . . 32
4.1.4 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5 Deep speech and biosignals analysis and recognition 33
5.1 Integrating Whisper and Vosk in Speech Transcription . . . . . . . . . . . . . 33

5.1.1 Introduction and summary of state of the art . . . . . . . . . . . . . . . 33
5.1.2 Description of the work performed so far . . . . . . . . . . . . . . . . 34

OpenDR No. 871449



D3.4: Final report on deep human centric active perception and cognition 4/104

5.1.3 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 34

6 Multi-modal human centric perception and cognition 36
6.1 Improving Unimodal Inference with Multimodal Transformers . . . . . . . . . 36

6.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
6.1.2 Summary of state of the art . . . . . . . . . . . . . . . . . . . . . . . . 36
6.1.3 Description of the work performed so far . . . . . . . . . . . . . . . . 37
6.1.4 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 38

6.2 Multi-frame person detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
6.2.1 Introduction and summary of state of the art . . . . . . . . . . . . . . . 39
6.2.2 Description of work performed so far . . . . . . . . . . . . . . . . . . 40
6.2.3 Performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 40

7 Conclusions 42

8 Appendix 48
8.1 Using Synthesized Facial Views for Active Face Recognition . . . . . . . . . . 48
8.2 Neural Attention-Driven Non-Maximum Suppression for Person Detection . . 76
8.3 Improving Unimodal Inference with Multimodal Transformers . . . . . . . . . 91
8.4 Deep learning for active robotic perception . . . . . . . . . . . . . . . . . . . 97

OpenDR No. 871449



D3.4: Final report on deep human centric active perception and cognition 5/104

Executive Summary
This document presents the final update on the work performed for WP3–Deep human cen-
tric active perception and cognition. This work package contains five main tasks. These are
Task 3.1–Deep person/face/body part active detection/recognition and pose estimation, Task
3.2–Deep person/face/body part tracking, human activity recognition, Task 3.3–Social signal
(facial expression, gesture, posture, etc.) analysis and recognition, Task 3.4–Deep speech and
biosignals analysis and recognition, and Task 3.5–Multi-modal human centric perception and
cognition. The document starts with a general introduction, providing an overview of the in-
dividual chapters and linking them to the main objectives of the project. The introduction is
followed by chapters dedicated to each of the tasks. Each chapter provides an overview on the
state of the art for the individual topics, details of the partners’ current work as well as perfor-
mance results (where available). Finally, the conclusion section provides a closing overview of
the work and the total progress of the work package.
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1 Introduction
This document describes the work done during the final year of the project in the five major
research areas of WP3, namely:

• Deep person/face/body part active detection/recognition and pose estimation;

• Deep person/face/body part tracking, human activity recognition;

• Social signal (facial expression, gesture, posture, etc.) analysis and recognition;

• Deep speech and biosignals analysis and recognition;

• Multi-modal human centric perception and cognition.

1.1 Deep person/face/body part active detection/recognition and pose es-
timation (T3.1)

AUTH further extended high resolution pose estimation approach developed in OpenDR in
order to more efficiently handle cases where multiple humans appear, as well as included a
more challenging evaluation setup in Section 2.3. AUTH also further developed (Section 2.2)
an embedding-based active perception approach for face recognition by leveraging a new dataset
developed by AUTH to enable multi-axes control. Finally, AUTH finalized the work conducted
on Non-Maximum Suppression (NMS) for person detection (Section 2.5), as well as on using
synthesized facial views (Section 2.1) and deep reinforcement learning (Section 2.4) for active
face recognition.

1.2 Deep person/face/body part tracking, human activity recognition (T3.2)
AU worked on incorporating uncertainty estimation in skeleton-based human action recognition
by proposing variational version of ST-GCN and AGCN models (Section 3.1). The proposed
variational perception methods improve the quality of human action recognition and estimate
model uncertainties that can be further used for active perception.

1.3 Social signal (facial expression, gesture, posture, etc.) analysis and
recognition (T3.3)

TAU worked on extending the hand gesture recognition functionality of the OpenDR toolkit
(Section 4.1). The newly contributed tool achieves higher recognition accuracy, as well as
performing the localization of hands on the image, making it more flexible and robust compared
to the previously integrated solution.

1.4 Deep speech and biosignals analysis and recognition (T3.4)
Speech recognition is an essential component in human-robot interaction, allowing robots to
understand and respond to vocal commands in noisy and dynamic environments. Various open
toolkits and research projects have laid the groundwork for advancements in this field. TAU
contributed by integrating existing speech recognition and transcription toolkits into OpenDR,
ensuring their compatibility and viability for the use cases (Section 5.1).
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1.5 Multi-modal human centric perception and cognition (T3.5)
TAU has developed a method to allow for better performance in a variety of unimodal deep
learning tasks (such as hand gesture recognition, audiovisual emotion recognition, language
sentiment analysis, etc.) by training the models in a multimodal fashion. A specific instance of
this method, trained to perform text-based intent recognition, has been successfully integrated
into the OpenDR toolkit (Section 6.1). Furthermore, TAU has also developed a method for
multi-frame human detection (Section 6.2).

1.6 Connection to Project Objectives
The work performed within WP3, as summarized in the previous subsections, perfectly aligns
with the project objectives. More specifically, the conducted work progressed the state-of-the-
art towards meeting following objectives of the project:

O1 To provide a modular, open and non-proprietary toolkit for core robotic functionalities
enabled by lightweight deep learning

O1a To enhance the robotic autonomy exploiting lightweight deep learning for on-board de-
ployment

AUTH finalized the work conducted on Non-Maximum Suppression (NMS) for person
detection (Section 2.5).

O1b To provide real-time deep learning tools for robotics visual perception on high resolution
data

AUTH further extended high resolution pose estimation approach developed in OpenDR
in order to more efficiently handle cases where multiple humans appear, as well as in-
cluded a more challenging evaluation setup in Section 2.3.

O2 To leverage AI and Cognition in robotics: from perception to action

O2a To propose, design, train and deploy models that go beyond static computer perception,
towards active robot perception

AUTH further developed (Section 2.2) an embedding-based active perception approach
for face recognition by leveraging a new dataset developed by AUTH to enable multi-axes
control. AUTH also finalized the method proposed for active face recognition using syn-
thesized facial views (Section 2.1), as well as deep reinforcement learning (Section 2.4).

AU worked towards uncertainty estimation for skeleton-based human action recognition
to create perception methods that provide valuable uncertainty information that can be
used for active perception system to decide when to rely on the perception and when
to perform action to improve perception certainty. AU implemented Variation Spatio-
Temporal Graph Convolutional Networks, which provide prediction uncertainty and im-
prove the quality of human action recognition models (Section 3.1).

O2b To provide specific deep human-centric active robot perception tools
TAU has extended the functionalities of the OpenDR toolkit by developing, implementing
and integrating the following tools: speech recognition and transcription (Section 5.1),
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hand gesture recognition (Section 4.1), as well as multimodally trained text-based intent
recognition (Section 6.1) and human detection from high resolution frames (Section 6.2).
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2 Deep person/face/body part active detection/recognition and
pose estimation

2.1 Using Synthesized Facial Views for Active Face Recognition
During this period AUTH finalized the work conducted in active face recognition using syn-
thesized facial views. As described in D3.3 and in previous deliverables, the proposed ap-
proach utilizes facial views synthesized by photorealistic facial image rendering. Essentially,
the camera-equipped robot that performs the recognition in an appropriate environment (as
shown in Figure 1) selects the best among a number of candidate physical movements around
the face of interest by simulating their results through view synthesis. In other words, once
the robot (that is at a certain location with respect to the subject) acquires an image, it feeds
the face recognizer with this image as well as with synthesized views that differ by ±θ ◦ from
the current view. Subsequently, it either stays in the current position or moves to the position
that corresponds to one of the two synthesized views. The respective decision is based on the
confidence of the three recognitions (on the real and the two synthesized views). In case of a
”move” decision, it proceeds in acquiring a ”real” image from its new location. The procedure
repeats in the same manner, for this location, for one or more steps.

Figure 1: A simulation in Webots where a TIAGo mobile robot performs active face recognition
on person 06 starting from two different initial robot positions (top row) and reaching its final
position (respective image at the bottom row). The sub-image at the upper-left corner depicts
the robot camera view along with the face detection bounding box, person label and recognition
confidence.

Experimental evaluations that were conducted in the previous periods utilizing three datasets
verified the superior performance of the proposed method compared to a stated of the art active
method as well as other baseline approaches.

Within this period, as part of the review procedure for the paper that was submitted in
the previous period (see D3.3) in the Machine Vision and Applications journal, a number of
additional experiments were performed. In more detail, the proposed approach was compared
against a dummy active method that involves robot movement in random directions, and a
method that employs physical robot movement towards a frontal location based on the view
angle estimation provided by the view synthesis algorithm. The proposed approach surpassed
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both approaches by a large margin. A proof of concept simulation in Webots was also created.
After the revision process the paper was accepted for publication:

• Efstratios Kakaletsis, Nikos Nikolaidis, ”Using Synthesized Facial Views for Active Face
Recognition”, Machine Vision and Applications 34, 62, Springer, (2023)

Moreover, a short version of this paper was accepted and presented in EUSIPCO 2023
conference:

• Efstratios Kakaletsis, Nikos Nikolaidis, “Active Face Recognition Through View Syn-
thesis”, 2023 EURASIP 31st European Signal Processing Conference (EUSIPCO 2023),
Helsinki, Finland, September 4-8, 2023

The corresponding publications can be found in Appendix 8.1.

2.2 Multi-axes Control for Embedding-based Active Face Recognition
2.2.1 Introduction

Active vision aims to equip computer vision methods with the ability to dynamically adjust
the capturing sensor’s viewpoint, position, or parameters in real time. This dynamic capabil-
ity allows for improving the accuracy of the perception process. However, this process largely
depends on the availability of appropriate datasets and simulation environments. Previous ap-
proaches, such as [51], were limited due to the small number of available movement steps and
number of data samples. In this Section, we demonstrate how our previous approach, proposed
in [51], can be extended to handle additional control axes, when appropriate data and annota-
tions are available. To this end, we introduce an embedding-based active perception approach
for face recognition capable of performing 2-axis control, leveraging the additional information
provided by ActiveFace dataset, developed by AUTH, to be detailed in D6.4.

2.2.2 Description of work performed so far

In this Section we detail an extension of the embedding-based active face recognition method
presented in [51]. This method was shown to yield much better recognition results than the ones
achieved when using a static perception approach, since it takes advantage of a robot’s ability
to interact with its environment in order to get a more informative view of the person’s face.
We demonstrate how the proposed extension can exploit rich annotations and the variety of data
provided by the extended active perception dataset, enabling us to acquire even better results.
This is achieved with the use of a trainable controller which, when given an image x(t) at a time
t, dictates the robot to move towards a certain direction in order to acquire a new image which
offers a better frontal view of the person. The new image is given by:

x(t+1) = v(at , t), (1)

where v(·) denotes the current environment. The trainable controller is represented as:

at = gθc(x
(t)), (2)

where θc denotes a set of trainable action parameters.
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The model is comprised of two modules, the feature extractor model fθr(·), which learns
discriminative embeddings of a given face image, thus being able to separate the representations
extracted from images that belong to different persons, and the controller model gθc(·) which
is responsible for learning the best possible action that the robotic system should take next in
order to acquire a better view of a person’s face.

When an unseen image is given as input during the evaluation process and the controller has
given the appropriate control commands to the robotic system, the id of the person is obtained
using the 1-nearest neighbor approach on a database that contains frontal and nearly frontal
facial images for every person.

Instead of using reinforcement learning when training the controller, the model executes all
possible control actions at the same time and calculates the recognition accuracy of each of the
obtained images, improving learning efficiency [51]. The action that led to the lowest distance
between the representation of the current face and the correct face is retained and used to train
the controller. The optimal action when given an image xi and a correct image xp is given by:

d(a)
i = argmin

k∈0,1,2,...,n
|| f (xik)− f (xp)||2, (3)

where n is the total number of possible actions that the controller can choose.
The loss function that the controller aims to minimize is given by:

Lg =
N

∑
i=1

Lx(gθc(xi),d
(a)
i ), (4)

where Lx represents the cross-entropy loss function. The feature extractor, on the other hand,
aims to minimize the following loss function:

L f =
N

∑
i=1

N

∑
j=1, j ̸=i

Le( fθr(xi), fθr(x j),di j), (5)

where the the binary variable di j ∈ {0,1} denotes whether the i-th face image belongs to the
same person as the one depicted in the j-th face image and Le is a loss that encourages the
separability of different face embeddings. In this work we use the contrastive loss, as suggested
in [51], which is minimized when embeddings that belong to the same identity are as close
as possible, while the representations of face images that do not belong to the same person
maintain at least a distance of

√
m:

Le(yi,y j,di j) = di j||yi−y j||22+(1−di j)max(0,m−||yi−y j||22), (6)

where yi = fθr(xi) is the representation extracted from the face recognition model and ||·||2
refers to the l2 norm of a vector. The final loss of the model is given by the sum of (4) and (5):

L = Lg +L f (7)

The model uses the Adam optimization algorithm with initial learning rates ηr = ηc = 10−3 for
the feature extractor and controller, respectively.

We appropriately modified the aforementioned approach to allow for an extra Front (i.e.,
towards the subject) movement/action of 0.5m per move in order to take advantage of the range
of camera-subject distances provided by the dataset generated in this work. The Left and Right
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actions dictate the controller to move by 10 degrees either to the left or to the right, respectively,
on a circle centered at the human subject. Since the classes involved in (4) are not balanced,
different weights were used for different classes. More specifically, the Stay action was given
a action weight of 0.01, while both the Left and Right ones were given a weight of 1 and the
Front was weighted by 1.2.

Since the employed dataset does not contain, due to the existence of furniture, images from
every camera/robot position, it was observed that the model was not always able to find an
existing image for every available action. As each environment had missing images at different
camera distances and angles (i.e., for the locations occupied by the furniture) and the model
could learn to avoid collisions for environments that do not require such actions, it was decided
to not train the model for any image where any of the left, right or front images are missing.
During inference, the controller chooses the best action that leads to an image that exists. If for
a given image there are no left, right or front images the controller dictates the robotic system to
stay in place. In a real-world scenario, the controller would output different actions, from most
optimal to less optimal, until the robotic system could move towards the best available spot.

2.2.3 Performance evaluation

The develop active vision model was evaluated on an active perception dataset generated by
AUTH, called ActiveFace face image dataset, which contains two different evaluation sets. Set
1 contains the whole dataset, while Set 2 contains only facial images with a pan range of −90◦

to 90◦ (0◦ corresponds to frontal view). In both cases, the training set consisted of 22 subjects,
while the remaining 11 were used to evaluate the trained model. For those 11 subjects, all
the frontal and nearly frontal (−10◦ to 10◦) images at 1m distance away from the human, for
every environment and lighting condition, were added to the recogniser database, while the
remaining ones were used for testing the trained model, i.e., they were used as images captured
at the starting location of the robot. All images were resized to 96× 96 and all experiments
were conducted 5 times using different random seeds and the mean and standard deviation of
their accuracy scores was recorded. For each of Sets 1 and 2 both a static and an active vision
model were trained in order to evaluate the increase in accuracy when using the latter method.
It is expected that the network will perform worse on the entire dataset (Set 1) compared to its
accuracy score on the −90◦ to 90◦ subset (Set 2), since the model may not even detect a face
for extreme pan values and large distances. The active model was first pretrained without the
control branch and then trained simultaneously on both the feature extractor and the control
branch.

The static vision model was trained for 5, 10, 20 and 30 epochs for both Set 1 and Set 2.
The active model was trained for 10 (5 for the feature extractor and 5 for both branches), 20 (10
for the feature extractor and 10 for both branches) and 30 (15 for the feature extractor and 15
for both branches) epochs for both subsets. Moreover, the active vision model was evaluated
for 30 control steps, which would essentially allow the robotic system to move to any location
in an environment. This way, the recognition accuracy ceiling of the model for both Sets 1 and
2 will be reached.

Finally, the active model was also trained and evaluated without the addition of the extra
Front action in order to demonstrate how allowing the robotic system to move towards the
subject can result in an increase in inference performance.

The evaluation results are shown in Tables 1, 2 and 3. As a reminder, Set 1 represents the
full ActiveFace dataset, while Set 2 denotes the dataset with the reduced pan range.
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Table 1: Static vision model evaluation: accuracy mean and standard deviation.

Model Set 1 Set 2

Static (5 epochs) 51.1±4.2% 60.3±1.5%
Static (10 epochs) 47.9±4.2% 58.1±3.5%
Static (20 epochs) 44.9±2.4% 57.9±2.9%
Static (30 epochs) 44.3±2.2% 58.5±2.8%

Table 2: Active vision model evaluation with the additional Front movement/action: accuracy
mean and standard deviation.

Model Set 1 Set 2

Active (10 epochs) 67.9±6.8% 76.9±6.5%
Active (20 epochs) 69.2±7.6% 79.1±1.7%
Active (30 epochs) 67.4±8.6% 78.3±6.8%

Table 3: Active vision model evaluation without the additional Front movement/action: accu-
racy mean and standard deviation.

Model Set 1 Set 2

Active (10 epochs) 60.3±6.4% 66.4±7.3%
Active (20 epochs) 55.5±1.9% 66.6±6.8%
Active (30 epochs) 59.1±4.4% 72.1±3.2%

Evaluation results for the static model are presented in Table 1. Clearly, the models perform
best when trained for 5 epochs, reaching accuracy scores of ∼51.1% and ∼60.3% for Set 1 and
Set 2, respectively. Increasing the number of epochs seems to cause an overfit of the model on
the training data.

Once the active approach is employed, a substantial increase in prediction accuracy can be
observed for both datasets by a maximum of ∼18.1% and ∼18.8%, respectively, as seen in
Table 2. Since we introduce more parameters, the models can be trained for more epochs and
seem to overfit when the number of epochs is set to 30 (15 for the feature extractor and 15 for
both branches). Evidently, the ability to train the robotic system to move within its environment
in order to get a more informative view of the subject, namely a view which is closer to the
frontal or nearly frontal views that the system has learned to recognize, yields much better face
recognition results. Furthermore, once the controller’s Front movement is removed (Table 3)
the model is ∼8.9% and ∼7% less accurate than the one with the additional Front action,
when comparing the highest recorded prediction accuracy scores of each respective conducted
experiment.

This clearly demonstrates that allowing the model to move in more directions, i.e., not only
around but also towards the subject, can further increase its ability to recognize faces.

Figure 2 depicts an example of how the control branch has learned to change its viewpoint
in order to get a better (more closer and towards a frontal position) view of the person depicted
in the original image, that is, the one obtained from the initial robot location. The original
image is obtained from point a (starting position for the robot) and then the robot moves along
the depicted path until it reaches a frontal view of the subject’s face at a distance of 1m (point
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Figure 2: Example of control branch movements. Images from left to right correspond to the
robot locations depicted on the diagram: (a) distance 3m, angle 180◦; (b) distance 3m, angle
160◦; (c) distance 2.5m, angle 160◦; (d) distance 2m, angle 140◦; (e) distance 2m, angle 90◦; (f)
distance 2m, angle 10◦; (g) distance 1.5m, angle 10◦; (h) distance 1m, angle 0◦.

(a) Average accuracy score when increasing maxi-
mum allowed control branch steps

(b) Average number of images that required n steps,
where n = 1,2, ...,20, before making a prediction.

Figure 3: Evaluating the impact of number of control steps on average accuracy score (Fig-
ure 3a), as well as showing the distribution of control steps needed in order to acquire the best
possible view (Figure 3b).

h). We can observe that, generally, at larger distances the controller prefers to make a Front

movement in order to move closer to the subject and, thus, increase the captured facial image
resolution. Once the image is clear enough, it then makes either Left or Right movements in
order to move in front of the subject.

Furthermore, we evaluated the prediction accuracy of each trained model as the number
of allowed steps increased from 1 to 20 steps. Our hypothesis was that a well-trained model,
neither underfitted nor overfitted, would reach a point where its performance stagnates. This
suggests that the model does not need to take additional steps to obtain a better view of the
subject’s face. Fig 3a illustrates the average prediction accuracy of the model trained on Set
2 for 20 epochs, incorporating the Front movement command per maximum allowed number
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of steps. We can observe that the accuracy increases as the number of steps increases until
reaching a plateau at n = 12. This indicates that the active perception process converges and
consistently produces better results with a higher number of steps up to a point, where the best
view has been obtained.

Additionally, we recorded the average number of images that required a certain number
of steps (n = 1,2, ...,20) before the active perception process stopped. Figure 3b represents
the percentage of images that needed a specific number of steps to make a prediction for the
same model. Most images required 5 steps, but the proportion of images requiring additional
steps decreased gradually. Notably, at 20 steps, the recorded percentage appears to increase.
We identified that this occurs in some cases where the controller reaches a frontal view of the
subject’s face but continues moving towards the left or right without stopping. This suggests
that the agent may not be robust enough to consistently choose the Stay command when the
robotic system achieves a frontal view of the subject.

2.3 Active Perception for enabling Efficient High Resolution Pose Estima-
tion

2.3.1 Introduction

Pose estimation is one of the most essential challenges in the rapidly evolving field of computer
vision and artificial intelligence, since it is relevant to many different applications, including
healthcare, sports analysis, and autonomous vehicles. In this section, we further extend and
evaluate the high resolution pose estimation approach developed in OpenDR, as initially in-
troduced in D3.3. First, we provide a brief description of the updated proposed methodology
and dataset creation process, followed by an experimental evaluation on an updated and more
challenging setup.

2.3.2 Description of work performed so far

In D3.3 we provided a novel methodology for high resolution pose estimation that marries
efficiency with accuracy, allowing a pose estimator to process high resolution images without
sacrificing computational speed or pose precision. The main concept of this approach is to
process an input image or frame in lower resolution to create a rough heatmap with the human
figures. Then, using the positional information of that heatmap, we can focus on certain regions
where humans probably appear, in order to further analyze them and detect the poses. In this
section, we further extend the proposed method by including an additional step in the inference
procedure that can manage to separate the areas of interest based on the extracted heatmap. The
updated methodology is trying to eliminate the parts of the image that are between a number
of people, which does not carry any useful information for pose estimation, in order to further
accelerate the active perception process and enable processing high resolution images faster.
According to our prior research, as also shown in Figure 4, we use the extracted heatmap to
find the minimum enclosing bounding box that contains the human figures without taking into
account the surroundings. Following this procedure can bring up a new problem when humans
are scattered inside the image. The new approach we propose is trying to separate the areas of
interest and minimize the parts of the image without useful information. To this end, we propose
a “divide and conquer” approach where we continuously divide the heatmap into parts and keep
only those that contain non-zero values, i.e., contain regions with potential defections. This can
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be trivially implemented by following a binary search-like procedure on each of the axes of the
heatmap. An example of this process is provided in Figure 5. Therefore, the proposed idea is
following a simple but effective technique, to continuously divide the heatmap into parts until
the enclosing bounding boxes contain only the useful parts of the heatmap. The newly updated
methodology solves the problem of taking as input parts of images that include background
information which is not useful in pose estimation. Since our methodology is based on the
heatmaps produced from the first pass, the proposed method uses those heatmaps for cropping
the areas of interest from the original image. The outcome is to apply the pose estimation
model only on the newly cropped parts which we expect to accelerate the inference procedure
and improve the average precision results. An example of this process is provided in Figure 6.

Figure 4: Active Perception for High Resolution Pose Estimation: The proposed approach
replaces the ROI extractor with an advanced “divide and conquer” approach that can enable
more accurate extraction of multiple smaller ROIs for analysis.

Figure 5: An example of applying the proposed ROI extraction approach. Note that instead of
extracting one global ROI (red bounding box) - as done in the previous approach described in
D3.3, we extract two smaller ROIs (cyan bounding boxes). This enables processing the input
image faster since a smaller portion of it needs to be analyzed in high resolution.
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2.3.3 Performance evaluation

Continuing the previous work in pose estimation, significant progress has been made in sev-
eral key aspects of our work, each contributing to a deeper understanding and refinement of
our active perception methodology for high resolution pose estimation. To this end, we have
developed an enriched evaluation dataset, that is meticulously curated to encompass various
scenarios, environments, and human poses, ensuring our methodology is rigorously tested un-
der various conditions. A sample of the dataset is shown in Figure 6. This dataset was created
by including two original images (selected from the COCO dataset) into the compiled high res-
olution frame, as well as by including a more complicated background. Furthermore, we have
also combined the proposed approach with the DEKR [17] pose estimator, further highlighting
the flexibility of the proposed method and its ability to work with other detectors, apart from
OpenPose, to meet the needs of different applications.

Figure 6: A sample from the updated dataset used to evaluate the proposed high resolution pose
estimation methodology.

The experimental evaluation is provided in Table 4. The following results show the ap-
plication of the naive proposed method on the enhanced dataset, including results both on the
lightweight OpenPose (LwOP) as well as on DEKR. The proposed method increases the average
precision and the FPS of the inference both in the lightweight OpenPose and DEKR pose esti-
mators in this more challenging dataset. The following experimental setups vary significantly
in image resolution that the network takes as input, a critical parameter that plays a pivotal role
in determining the performance and accuracy of our pose estimation algorithms. The first setup
(Setup 1) uses two resizing steps, the first one is setting the image height to 360 pixels and the
second to 512 pixels. The second experimental setup (Setup 2) resizes the input image in 512
pixels in the first pass and again in 512 pixels during the second pass.
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Table 4: High Resolution Pose Estimation Evaluation

Method Pose Estimation
model

Average
precision FPS Input

resolution

Baseline LwOP
0.165 32 368×368
0.371 2.8 Raw HR

Proposed LwOP
0.384 29 Setup 1
0.355 45 Setup 2

Baseline DEKR
0.418 8 512×512
0.618 1.5 Raw HR

Proposed DEKR
0.538 8.5 Setup 1
0.517 9 Setup 2

2.4 Deep Reinforcement Learning for Active Perception
2.4.1 Introduction

Face recognition has been a major area of research in the field of computer vision and deep
learning, with great success in various applications. However, despite the advances in face
recognition, it still lacks the integration with robotic systems for real-world deployment. One
of the biggest challenges in this integration is the issue of active perception. In real-world
scenarios, the robot’s observation is limited and it needs to actively control its viewpoint to
accurately recognize faces.

The problem of implementing active perception for face recognition can be addressed by
using Reinforcement Learning (RL) as it provides a framework for learning control policies
for autonomous systems. However, training RL agents for active perception tasks remains a
challenging problem, mainly due to the difficulty in defining appropriate reward functions, data
efficiency of RL algorithms, as well as, the sensitivity of RL algorithms on hyperparameter
choices. To better understand challenges in the field, AUTH also conducted a review over
existing active perception works (provided in Appendix 8.4).

In this section, we propose a Deep Reinforcement Learning (DRL) methodology for ac-
tive perception, specifically for active face recognition, that allows DRL agents to be trained
incrementally to solve the given task. More specific, we propose a curriculum-based learning
method. As a curriculum, we define a structured and organized plan that outlines the learning
objectives. A curriculum serves as a blueprint for what the agent should learn, how it should
learn it and how it’s learning will be evaluated.

2.4.2 Description of work performed so far

In this section we describe the proposed method that has been developed so far. Our methodol-
ogy is a curriculum based Deep Reinforcement Learning method, which decomposes the task
of controlling a drone to correctly recognize a person in a room, into several subtasks and uses
reward-based early stopping to advance to the next subtask. In order to solve the problem us-
ing DRL, we created an appropriate environment for our agents to interact with. The task to
be solved is to maximize the confidence of a face recognition algorithm, when recognizing a
human in a room. The confidence c of the face recognition algorithm is defined as:

c = 1− ∥y−yl∥2

a
, (8)
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where y is the embedding of the face image, and yl the embedding of the face matched in our
database, following the embedding based face recognition approach outlined in the previous
deliverables. Finally, we used a widely known DRL algorithm, PPO, to train our DRL agents.

Assuming T as a single-task curriculum, the task mtrg describes the task of correctly rec-
ognizing a human subject in a room. While solving for mtrg the training of our agent is slow
and often unstable. So, we can decompose mtrg to the following tasks mi which we assume as
a sequence curriculum, a curriculum where the agent needs to learn one task before moving to
the next in a particular order:

• m1 - center a human subject in the field of view.

• m2 - close the distance to the human subject, while keeping the human subject centered
in the field of view.

• m3 - position accordingly to have the best view of the human subject.

• m4 - correctly recognize the human subject.

To formulate the reward of our agent we use three unit vectors named a, b and c, where
a is the vector starting from the drone with direction towards the human model, b the vector
starting from the drone with direction towards where the drone’s camera is facing and c the
vector starting from the human model with direction towards where the human model is facing.
We denote the angle ̸ (

−→
AB) as a and the angle ̸ (

−→
BC) as b. We denote as h the current height of

the drone in respect to a predefined target height htrg and as d the distance between the drone
and a desired distance to the human subject dtrg. As c ∈ [0,1] we denote the confidence with
which the face recognition system recognizes the human model in the scene.

We formulate the individual rewards ri(t) at each episode timestep that correspond to each
sub task as:

r1(t) =





+ j ,at+1−at > 0
0 ,at+1−at = 0
− j ,at+1−at < 0

(9)

r2(t) =





+ j ,dt+1−dt > 0
0 ,dt+1−dt = 0
− j ,dt+1−dt < 0

(10)

r3(t) =





+ j ,ht+1−ht > 0
0 ,ht+1−ht = 0
− j ,ht+1−ht < 0

(11)

r4(t) =





+ j ,bt+1−bt > 0
0 ,bt+1−bt = 0
− j ,bt+1−bt < 0

(12)

r4(t) =





+ j ,bt+1−bt > 0
0 ,bt+1−bt = 0
− j ,bt+1−bt < 0

, (13)

where j is a small scalar reward.
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When solving for mtrg the reward at each timestep t is given by:

rtrg(t) = r1(t)+ r2(t)+ r3(t)+ r4(t) (14)

When we decompose mtrg to a sequence curriculum C the reward at each timestep is formulated
as:

rm1(t) = r1(t) (15)

rm2(t) = r1(t)+ r2(t) (16)

rm3(t) = r1(t)+ r2(t)+ r3(t) (17)

rm4(t) = r1(t)+ r2(t)+ r3(t)+ r4(t) (18)

Additionally, there is a minor penalty given to the agent, each time it decides to run the face
recognition module, and the confidence is c < 0.5.

Aside from the reward decomposition, different terminal states and the corresponding ter-
minal rewards need to be defined when solving for mtrg or for each task mi.

When solving for mtrg the terminal state sTmtrg
is defined as:

sTmtrg
= c > ctrg (19)

and the corresponding reward for reaching sT is:

rmtrg(sT ) = 4x+ zc, (20)

where x and z are constants used to scale the reward on a terminal state. When we decompose
mtrg to a sequence curriculum C the terminal states sTmi

are defined as:

sTm1
= at < atrg (21)

sTm2
= at < atrg,d = dtrg (22)

sTm3
= at < atrg,dt = dtrg,ht = htrg (23)

sTm4
= at < atrg,bt < btrg,dt = dtrg,ht = htrg (24)

sTf inal = c > ctrg (25)

and the corresponding rewards for reaching sTmi
are:

r(sT )m1 = x (26)

r(sT )m2 = 2x (27)

r(sT )m3 = 3x (28)

r(sT )m4 = 4x (29)

r(sT )m f inal = 4x+ zc (30)

Additionally, we terminate an episode whenever the drone hits an object, or gets too close
to the human model and penalize the agent with r(sT ) =−1.

A question that arises in the proposed curriculum-based approach, is the following. Based
on which criteria should the agent advance on the next part of the curriculum. The trivial method
would be to train on each subtask for a fixed amount of time ft . But finding the correct amount
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of time needed for each subtask is not trivial at all. The proposed method introduces a module
that advances the curriculum, when the agent consistently solves a subtask and is described
below: We evaluate the current learned policy every k timesteps. Let r be the mean reward of
the learned policy p over n evaluations.

r =
∑

n
i=1 ri

n
(31)

, where ri the total reward the agent received during an evaluation episode when solving for task
mi. We calculate the moving average ma of r with a window of w:

ma(nk) =
∑

nk
i=nk−w+1 ri

w
(32)

We introduce p, a patience counter, which we increase if r <= ma and reset it if r > ma. If
p = l, where l is a predefined patience limit, we stop training on task mi and start training on
task mi+1.

Algorithm 1 Proposed method for curriculum advancement
1: p = 0
2: for iteration = 1,2, . . . do
3: Evaluate learned policy πθ for n evaluation episodes and calculate mean reward r
4: Calculate the moving average of r with window w.
5: if r <= ma then
6: p+= 1
7: else
8: p = 0
9: end if

10: end for

2.4.3 Performance evaluation

In this section, we introduce the design of the virtual environment with which the agent in-
teracts, as well as, the agent and training configuration. We wrap our environment as a Gym
environment, OpenAI’s toolkit for research on RL algorithms. Gym already provides a vast
collection of environments, none of which were suitable for our task.

We built our environment in Webots, an open source robot simulator. We constructed a
square room containing numerous different objects. We also built 40 different human models
using MakeHuman, an open source program to create realistic 3D human models. At each
episode one of the human models is chosen and placed in the room randomly. The agent con-
trols a MavicPro2 camera mounted drone, which flies freely inside the room. The created
environment can be seen in Figure7.

We wrap our environment as a Gym-like environment, in order to be compatible with most
RL frameworks. A Gym-like environment exposes two critical methods, in order for an agent
to be able to interact with it. These are the reset and step methods. The reset method will
initialize the world and return the initial state of the world (s0) to the agent (e.g. location and
orientation of every object inside the room, including the human model and the drone). The
step method will translate the action the agent executes in the environment, will move the world
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Figure 7: Created environment for active Face Recognition

and all objects within it forward by one timestep and will return the next state of the world, the
reward for executing that action and a flag, indicating whether or not an episode has come to an
end or not.

Next we describe the agent configuration. Let x ∈ RW×H×C be the image captured by the
drone at each timestep, where W , H and C are the width, height and number of channels in the
corresponding image. To train our agent we capture images of W = 400, H = 300 and C = 3.
We feed this image to an actor-critic architecture, utilizing a Deep Convolutional Network.
Specifically we employ the following lightweight architecture:

• A shared network containing three convolutional layers with 32, 64 and 64 filters respec-
tively and a linear layer which outputs a 512-wide embedding.

• A linear layer with 512 output, and a linear layer with an output of as many neurons
as the action space, each corresponding to one action. This layer outputs normalized
probabilities for each action, given an input image x ∈ RW×H×C.

• A linear layer with 512 output, and a linear layer with an output of 1, which is responsible
to learn the advantage function.

As mentioned before, the critic network is responsible to output normalized probabilities for
each action given an input image. In our experiments the available actions are discrete actions
and are described as:

• Do nothing.

• Move forward for 10cm.

• Move backwards for 10cm.

• Move left for 10cm.

• Move right for 10cm.

• Rotate the drone clockwise for 3°.

• Rotate the drone counter-clockwise 3°.

• Deploy Face Detection and Recognition module

• Move upwards for 5cm.
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• Move downwards for 5cm.

The action ’Deploy Face Detection and Recognition module’ deploys a face recognition pipeline
which consists of two parts: a face detection and alignment module and a face recognition mod-
ule. In our experiments, we used RetinaFace as the face detection and alignment module and
MobileFaceNet trained with the Arcface loss function as the face recognition module. When
this action is executed, an image captured by the drone is processed by RetinaFace, which lo-
cates and crops the image around any detected faces. The cropped image is then fed into the
face recognition module, which produces a feature vector for the face. This feature vector is
compared to feature vectors of known identities, and the Euclidean distance between the input
face and each known identity is calculated. If the distance between the input face and a known
identity is below a predefined threshold, the identity is considered a match. The pipeline used
was provided by OpenDR.

Our agent was trained using the Proximal Policy Optimization (PPO) algorithm. During our
experiments, we used the following hyperparameters:

• n steps = 6400

• learning rate = 0.003

• gamma = 0.9

• batch size = 64

• target kl = 0.4

• total timesteps = 5000000

We trained five agents using three different training approaches: a single-task curriculum,
a sequence curriculum with fixed training timesteps (t f = 250000), and a sequence curriculum
that advanced in next subtasks when convergence on the previous subtask was achieved. The
training curves can be seen in Figure8 and Figure9. Additionally in Table.5 we demonstrate the
average timesteps of the 5 agents needed in order to start solving the task consistently.

Figure 8: Mean reward and episode timesteps of 5 agents achieved during training.
Orange: the proposed method, Blue: sequence curriculum with fixed training timesteps and
Red: single-task curriculum
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Figure 9: Episode reward of 5 agents achieved during training.
Left: single-task curriculum, Middle: sequence curriculum with fixed training timesteps and
Right: the proposed method

Table 5: Active Face Recognition Reinforcement Learning Policies Evaluation

Method Average Training steps for task solution
Single Task Curriculum 3.2M

Fixed-Timesteps Curriculum 2.4M
Proposed Curriculum 1.6M

2.5 Neural Attention driven Non-Maximum Suppression for Person De-
tection

2.5.1 Introduction, objectives and work performed so far

AUTH finalized the work conducted on Non-Maximum Suppression (NMS) for person de-
tection. NMS is a post-processing step incorporated in almost every visual object detection
framework, where detected rectangular Regions-of-Interest (RoIs) that spatially overlap are
merged/filtered. The problem it attempts to solve arises from the tendency of many detec-
tors to output multiple, neighbouring candidate object RoIs for a single given visible object,
due to their implicit sliding-window nature. NMS methods typically rescore the raw candi-
date detections/RoIs outputted by the detector, before thresholding these modified scores so
that, ideally, only a single RoI is finally retained for each visible object. Due to these limi-
tations of traditional algorithms [12] [7], modern Deep Neural Network (DNN)-based meth-
ods [22] [25] for performing NMS have emerged during the past few years. Compared to the
corresponding literature, AUTH proposed within OpenDR a novel NMS method, specifically
for the person detection task, which offers: (i) a novel reformulation of the NMS task for object
detection as a sequence-to-sequence problem, (ii) a novel deep neural architecture for NMS,
relying on the Scaled Dot-Product Attention mechanism, called Seq2Seq-NMS and (iii) a new,
fast, efficient and GPU-based neural implementation of the low-level Frame Moments Descrip-
tor (FMoD) [38], which is employed for feeding the proposed DNN with appearance-based
representations of detected candidate RoIs. An extensive quantitative evaluation using well-
known metrics and public person detection datasets indicated favourable results in comparison
to several competing NMS methods, both neural and non-neural. A version of this work was
presented in [58] as well as in Section 2.3 on D3.2 (M24). A paper describing the final version
of the corresponding method and the respective experiments was accepted and published during
this period in IEEE Transactions on Image Processing. The paper can be found in Appendix 8.2:

• Charalampos Symeonidis, Ioannis Mademlis, Ioannis Pitas and Nikos Nikolaidis, ”Neu-
ral Attention-Driven Non-Maximum Suppression for Person Detection,” in IEEE Trans-
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actions on Image Processing, vol. 32, pp. 2454-2467, 2023.

The overall work on Seq2Seq-NMS has been integrated in the OpenDR toolkit and is avail-
able at: https://github.com/opendr-eu/opendr/tree/master/src/opendr/perception/
object_detection_2d/nms/seq2seq_nms.

Moreover, in the previous period, AUTH proposed a new variant of Seq2Seq-NMS, which
was named FSeq2-NMS. The proposed variant is able to harness the information-rich interme-
diate feature maps of DL-based object detectors. These intermediate feature maps are used
to derive learned, high-level, semantically meaningful RoI representations, replacing the im-
plemented version of [38] in the pipeline of Seq2Seq-NMS. Compared to Seq2Seq-NMS, the
inference time of proposed variant is relatively shorter, since the corresponding RoI representa-
tions are being extracted during the detector’s inference step. In addition, FSeq2-NMS can be
easily plugged on top of any DL-based detector, and trained as a separate sub-module. Experi-
ments conducted on two public person detection datasets, widely used for detecting humans in
crowded scenes, confirmed that FSeq2-NMS is highly suitable for this scenario, achieving top
accuracy.

The preliminary version of this work was presented in Section 2.5 of D3.3 (M36). A paper
describing the final version of the corresponding method was accepted and presented during
this period in ICASSP 2023:

• Charalampos Symeonidis, Ioannis Mademlis, Ioannis Pitas and Nikos Nikolaidis, ”Ef-
ficient Feature Extraction for Non-Maximum Suppression in Visual Person Detection,”
in Proceedings of the IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP), pp. 1-5, 2023.

Finally, during this period, the overall work on FSeq2-NMS has been integrated in the
OpenDR toolkit and it is available at: https://github.com/opendr-eu/opendr/tree/master/
src/opendr/perception/object_detection_2d/nms/fseq2_nms.

3 Deep person/face/body part tracking, human activity recog-
nition

3.1 Variational Spatio-Temporal Graph Convolutional Networks for Skeleton-
based Action Recognition

3.1.1 Introduction

Skeleton-based human action recognition is the task of classifying human actions based on a
person’s poses. A human skeleton represents the key points of the human body, such as eyes,
neck, feet, palms, knees, etc. These points have always the same adjacency structure which
follows the structure of the body and can be reliably estimated by using tools such as OpenPose
[8,49]. However, standard CNN-based approaches that work well on images and videos cannot
be directly applied to a series of skeletons due to their irregular structure. For this reason, some
skeleton-based methods use RNNs [33, 42, 69] to process sequential skeleton data or produce a
pseudo-image by rearranging skeleton joints and processing it with CNNs [29,34,37]. To further
improve the use of the domain structure, Graph Convolutional Networks (GCN) were proposed
for skeleton-based human action recognition [20]. The Spatio-Temporal GCN (ST-GCN) [66]
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Figure 10: A single skeleton graph (left) with a center of mass represented by a green dot,
and a temporal set of 3 skeletons (right) with purple spatial connections and magenta temporal
connections.

pioneered this approach for skeleton-based action recognition by applying graph convolution
to each skeleton frame and combining the results in the temporal dimension by following the
(2+1)D convolution approach [60] with 2D spatial convolutions and 1D temporal convolutions
to achieve pseudo-3D convolution. AGCN [57] diverges from the predefined graph structure by
learning an additional adjacency matrix that represents connection between joints, which do not
exist in the human body directly, but are important for an action analysis. Additionally, AGCN
uses 2 streams of features by encoding a second-order feature set as a graph of joint connection
vectors, which improves the performance of the model.

Applications of human action recognition in robotics include an important health assistance
field, where a robot follows or observes a human and tries to identify if the human needs as-
sistance from the robot or from health authorities. For this task, the accuracy and certainty in
perception is critical, but usually the aleatoric uncertainty predicted by classical networks offers
poor estimation of the actual model uncertainty, which should include both aleatoric and epis-
temic uncertainties. The accurate estimation of uncertainties can be used to determine whether
the robot should perform an action based on the perception, or should it not rely on the percep-
tion and perform an action aimed at improving the certainty in perception, which may include
coming closer to the person or changing the viewing angle.

3.1.2 Summary of the state of the art

Spatio-temporal graph convolutional networks [52, 57, 66] follow the (2+1)D convolution ap-
proach [60] where the spatial 2D convolution is implemented as a GCN or a transformer net-
work and a temporal convolution is used to combine spatial features in the temporal dimension.
The input skeleton sequence is stored as a 3D tensor S ∈ RC×T×N , where C is the number of
channels for each joint, T is the number of frames and N represents the number of joints in
each skeleton. The structure of a skeleton is stored in an adjacency matrix A ∈ RN×N , which
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represents connections between joints in a binary mode. Both ST-GCN [66] and AGCN [57]
analyze graphs on 3 different levels. An adjacency matrix is defined for three different neigh-
boring partitions. These partitions are presented in Fig. 10. For each node in the skeleton graph,
the first partition includes the root node itself (1), the second partition contains the nodes that
are closer to the center of mass (2) and the last partition contains all other neighbors (3). Each
of the resulting adjacency matrices Ap, p ∈ 1,2,3 are normalized as follows:

Âp = D−0.5
p ApD−0.5

p , (33)

where Dp represents for a degree matrix for a partition p. Graph convolution Γ(·) is a function
that takes features of the previous layer or input features and transforms as follows:

Γ(Si) = ρ(Ξ(Si)+BN(∑
p
(Âp ◦Mp)SiWp)), (34)

where Si is the current layer features, ρ is a ReLU activation function, BN is batch normal-
ization, ◦ is an element-wise multiplication, Wp is a learnable matrix that transforms features,
Mp is a learnable attention matrix, and Ξ(·) is a residual transformation function that linearly
transforms the features of a previous layer to the same shape as the current layer’s features:

Ξ(Si) =

{
Si, if Ci =Ci+1,

SiWξ , otherwise.
(35)

Here Wξ is a learnable transformation matrix that ensures the shape of the residual tensor is the
same as the output of the other part of the layer and Ci and Ci+1 denote the number of channels
of the input and the output layers, respectively. The outputs of each GCN layer are followed
by temporal 1D convolution to combine data from different time frames and the combination
of batch normalization and residual connection, similarly to the GCN. AGCN [57] follows the
same structure of layers as in GCN, but instead of using element-wise augmentation of the
adjacency matrix, it adds an attention matrix that is designed to learn similarities between joints
and provide an additional adjacency information based on the training data.

Gawlikowski et al. [16] classifies uncertainty estimation methods into four main categories,
namely Single Deterministic Networks [56,72], which either regress uncertainties using a sepa-
rate model branch or analyze the performance of the parts of the model to estimate uncertainty,
Bayesian Neural Networks (BNNs) [5, 39, 73], which consider a distribution over the model’s
weights and compute disparities between different samples of the resulting stochastic model to
estimate uncertainty, Ensemble Methods [43, 47, 61], which consider a set of networks that are
trained to achieve a set of weights with a Categorical distribution assigned to sample from them,
and Test-Time Data Augmentation methods [26, 62, 63], which use a single network but apply
different augmentation techniques to compute the difference between predictions on augmented
inputs. Similarly to BNNs, Variational Neural Networks [45, 46] consider a distribution for a
network, but place it not on the weights, but on the outputs of each layer. The parameters of the
layer-wise Gaussian distributions are computed as outputs of the corresponding sub-layers.

Uncertainty quality estimation is a complex task due to the lack of ground-truth data for un-
certainties in real-world data. For this reason, Epistemic Neural Networks (ENNs) [48] propose
a framework to estimate the quality of uncertainty of different uncertainty estimation methods,
which shows that the popular Monte Carlo Dropout (MCD) [13] and Bayes By Backprop [5]
methods are outperformed by VNNs [46], Hypermodels [11], Deep Ensembles [47] and Layer
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Ensembles [43]. The use of uncertainties for action recognition is explored in different ways.
Guo et al. [19] propose a probabilistic transformer architecture based on combining query and
key values to generate mean and variance values of a Gaussian distribution with an MLP layer.
Zhao et al. [73] use a GCN + LSTM network for skeleton-based action recognition and intro-
duce a Bayesian Neural Network to it by treating parameters of LSTM as random variables. A
stochastic gradient Hamiltonian Monte Carlo method [10] is used to train the model. Zhang et
al. [72] use a deterministic approach to estimate uncertainties for skeleton-based action recog-
nition and utilize these uncertainties to lead an active-learning training.

3.1.3 Description of work performed so far

We propose Variational Spatio-Temporal Graph Convolutional Networks (VSTGCNs) to esti-
mate and utilize uncertainty for skeleton-based human action recognition by combining Vari-
ational Neural Networks [46] with state-of-the art Spatio-Temporal Graph Convolutional Net-
works [57, 66]. Such an approach allows for a straightforward extension of uncertainty estima-
tion to future improvements in the problem of skeleton-based human action recognition. We
implement variational versions of ST-GCN [66] and AGCN [57] by replacing graph and tempo-
ral convolutions with variational versions of it. The structure of a layer in VSTGCN is presented
in Fig. 11. The input spatio-temporal feature set is processed by independent graph convolu-
tions Γµ(·) and Γσ (·), which process the same input, but are responsible for creating means
and variances of a Gaussian distribution, respectively. Spatial features are sampled from the
generated Gaussian distribution and are then used as inputs to a variational temporal convolu-
tion, which, following the same approach, generates stochastic outputs of the current VSTGCN
layer. The variance in outputs of the last layer is the predicted model uncertainty. For VAGCN,
we propose two models. The first model applies the same idea for VAGCN as for VSTGCN and
replaces all layers inside AGCN by variational versions of it. The second model utilizes inner
uncertainties by applying the learned similarity matrix not to the features of the previous layer,
but to the corresponding variances, as follows:

Γ
ν(Si) = ρ(Ξ(Si)+BN(∑

p
(Âp +Mν

p )S
iWp)),

Mν
p = Bp +Cν

p ,

Cν
p = softmax(V[Si]

T
W T

θ pWφ pV[Si]),

(36)

where Γν(·) is the uncertainty-aware version of AGCN’s graph convolution, Mν
p denotes the

data-driven adjustment in adjacency matrix, which consists of a learned Bp adjacency matrix
and an uncertainty-aware similarity matrix, applied to the variance in the input features V[Si],
instead of the features directly. This approach requires an aggregation of samples before the
end of the network, and therefore it is practical to implement only a few evenly-spread layers
this way and keep regular variational layers in-between.

Training of the variational models can be performed similarly to the original models, with
the difference that we can select the number of samples used during training for variational
models, which can impact the final model performance. For inference, we can determine the
number of samples used to balance between inference speed and the quality of uncertainty.
Following [44], we can initialize VSTGCNs with a corresponding classical model for mean
weights and use small initial weights for variances to improve the accuracy of trained models.
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Figure 11: Structure of a single block in Variational ST-GCN.
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Table 6: Evaluation of skeleton-based action recognition methods on the cross-view subset
of NTU-RGBD-60 dataset. Results with an asterisk in the model name are taken from the
corresponding papers.

Model Samples Accuracy
Training Inference X-View (%)

Bayesian GC-LSTM* [73] - - 89.0

ST-GCN [66] - - 92.89
VSTGCN 1 10 93.03
IVSTGCN 2 10 93.42

Table 7: Evaluation of skeleton-based action recognition methods on the cross-subject subset
of NTU-RGBD-60 dataset. Results with an asterisk in the model name are taken from the
corresponding papers.

Model Samples Accuracy
Training Inference X-Subject (%)

Bayesian GC-LSTM* [73] - - 81.8

ST-GCN [66] - - 86.4
VSTGCN 2 2 86.16
IVSTGCN 1 20 85.54

AGCN [57] - - 86.27
VAGCN 1 10 85.78
IVAGCN 1 10 86.03
IU-VAGCN 1 30 85.22

3.1.4 Performance evaluation

We performed experiments on large scale NTU-RGBD [32] and Kinetics [28] datasets. For
NTU-RGBD, we use 120- and 60-class subsets and train on both cross-view and cross-subject
scenarios.

We train original STGCN and AGCN models for 50 epoch on NTU-RGBD with batch
size 64 and for 65 epochs with batch size 128 on Kinetics. We train VSTGCN and VAGCN
models from scratch with the same parameters and also train IVSTGCN and IVAGCN models
by initializing means of VSTGCN and VAGCN networks with a pretrained STGCN and AGCN
models, respectively, and variances with Xavier uniform initialization. Then we train IVSTGCN
and IVAGCN with 0.05 learning rate, batch size 64, 30 epochs with learning rate step at epochs
10,15,20. For Variational AGCN models, we create two versions. The first version, namely
VAGCN and IVAGCN, uses the same uncertainty approach as in VSTGCN, and the second
version, namely IU-VAGCN and IU-IVAGCN, utilizes the inner model uncertainties by placing
uncertainty-aware GCN layers at different positions of the model. We select the number of
samples for variational networks during training in range [1, . . . ,2] and during inference in range
[1, . . . ,40].
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Table 6 presents evaluation results of the baseline ST-GCN model, the Bayesian GC-LSTM
[73] model that utilizes uncertainty estimation, and the proposed variational versions of the
baseline model on the joint data of a cross-view subset for 60-class version of NTU-RGBD and
Table 7 presents the evaluation of the methods on the cross-set subset. On top of providing
output uncertainty, variational STGCN models outperform STGCN on the cross-view subset,
with IVSTGCN providing a bigger improvement in accuracy. On the cross-subject subset, the
variational models are not outperforming the original models in terms of accuracy, with the ini-
tialized model providing an improvement compared to the regular variational model for AGCN,
but not for STGCN. This leads to a conclusion that, depending on the dataset, a more accurate
selection of training parameters is required to achieve an improvement in the model accuracy
on top of the provided uncertainties, which is a direction for future work. The proposed mod-
els outperform an existing method for uncertainty estimation in skeleton-based called Bayesian
GC-LSTM.

4 Social signal (facial expression, gesture, posture, etc.) anal-
ysis and recognition

4.1 RGB Hand Detection and Gesture Recognition
4.1.1 Introduction

Hand gestures have emerged as a prominent modality for facilitating communication between
humans and robots, driving various contemporary human-robot collaborative applications. The
efficacy of this approach can be attributed to several key factors. Firstly, hand gesture-based
communication mitigates the need for humans to maintain close physical proximity to robots
while conveying commands. This feature is especially advantageous in high-risk industrial
settings, where safety concerns dictate the need for distant interactions, and in the context of
assistive robots that have a requirement of remaining mobile. Secondly, hand gestures exhibit
universality across diverse environments (in contrast to e.g. speech and language-based com-
munication), which can be highly context-dependent and culturally bound. The universality of
hand gestures ensures greater accessibility and comprehensibility in human-robot interactions.
Moreover, hand gestures can serve as an additional non-verbal modality for interaction, enrich-
ing other communication channels, such as speech. This multimodal approach has a potential
to improve the overall communication experience, enhancing the depth and clarity of conveyed
intentions and emotions between humans and robots.

Automating hand gesture recognition with machine learning solutions has been a prominent
topic in the recent years, and a multitude of approaches have been proposed for hand gesture
recognition, each offering its own unique characteristics. To this end, we have worked towards
extending OpenDR toolkit functionality in this regard.

4.1.2 Summary of state of the art

The existing automatic hand gesture recognition approaches proposed over the recent years
vary across several factors, introducing a diverse range of possibilities. Firstly, the choice of
modality for hand gesture recognition is crucial, whether it be RGB images, Depth images, or
pre-extracted features like hand keypoints. Each modality has its advantages and drawbacks to
consider. RGB sensors are readily available and easy to utilize, but their informativeness may
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be limited. In contrast, Depth sensors or elaborate representations derived from RGB images
(such as hand keypoints) can provide additional information, albeit with integration challenges
and increased computational overhead. Additionally, utilization of various modalities simul-
taneously poses challenges related to the dataset creation, hence making it difficult to create
sufficiently large datasets that would enable effective hand gesture recognition in-the-wild.

Furthermore, the nature of gestures themselves presents a dichotomy of static and dynamic
representations, requiring different methodological approaches. Static gestures are captured
as images, while dynamic gestures involve video sequences. This distinction influences the
development of various techniques to address the gesture recognition problem. Additionally,
the formulation of the gesture recognition problem varies across datasets and problem setups.
Some methods treat it solely as an image or video classification task, while others incorporate
localization components through bounding box detection or hand segmentation.

4.1.3 Description of the work performed so far

To enhance the functionality of the toolkit with respect to hand gesture recognition, TAU
adopted the recent developments in the field of hand gesture recognition related to emergence of
novel large-scale open datasets and have integrated a new RGB-based hand gesture recognition
and localization tool. This tool excels in identifying and localizing 18 hand gestures, as shown
in Figure 12, as well as ‘no gesture’ class, from RGB images.

Figure 12: Illustration of the gestures included in the Hagrid dataset

While a hand gesture recognition tool already exists within OpenDR toolkit, it poses certain
limitations. Firstly, having formulated the task of hand gesture recognition as image classifi-
cation, it lacks the localization components and is limited to a fixed number of hands (in this
case, 1 or 2 depending on the gesture) present in the image simultaneously. In turn, we opt for
integrating hand detection as part of the solution, enabling the development of more advanced
use cases. In addition, the existing tool relies on multi-modal RGB and Depth inference, which
offers benefits in terms of having higher recognition performance potential, but suffers from
limitations in terms of availability of the large-scale in-the-wild multimodal datasets for the
task. This leads to necessity of further effort for effective in-the-wild out of domain applica-
tions. On the other hand, unimodal RGB datasets are easier to obtain at scale, hence enabling
unimodal models to provide sufficiently effective solutions to the hand gesture recognition task
given that reasonably large datasets of images are available. Recently, HaGRID (HAnd Gesture
Recognition Image Dataset) [27] has been released, consisting of 500 000 hand gesture images
collected in-the-wild from 30 000 unique people. We employ this dataset for development of
OpenDR hand gesture recognition tools.
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We opt for a lightweight Nanodet-based object detection model that we train on the large-
scale Hagrid dataset, resulting in great speed vs performance ratio. Nanodet [55] is a lightweight
anchor-free object detection model that is capable of achieving the performance suitable for de-
ployment on edge devices, hence making it particularly beneficial for the robotics applications.

4.1.4 Performance evaluation

We integrate a nanodet-m-1.5x model trained on Hagrid dataset and we compare its perfor-
mance with the previously reported results in the literature for this dataset. To the best of our
knowledge, the best reported result on this dataset is currently by Yolov7-tiny [27]. Table 8
shows the Mean Average Precision of several state-of-the-art object detectors, all of which un-
derperform compared to our trained model that is integrated in the OpenDR toolkit. Note that
the Nanodet model is also the lightest one compared to the others.

Table 8: Performance of different object detection models on Hagrid dataset.

Detector mAP AP 50 AP 75
SSDLiteMobileNetV3Large 0.7149 - -
SSDLiteMobileNetV3Small 0.5338 - -
FRCNNMobilenetV3LargeFPN 0.7805 - -
Yolov7-tiny 0.8110 - -
nanodet-plus-m-1.5x 416 (integrated in OpenDR) 0.8259 0.9856 0.9544

5 Deep speech and biosignals analysis and recognition

5.1 Integrating Whisper and Vosk in Speech Transcription
5.1.1 Introduction and summary of state of the art

Recent advancements in speech recognition have been propelled by unsupervised pre-training
techniques. For example, Wav2Vec 2.0 [4], [23] use self-supervised learning to learn speech
representation followed by fine-tuning on transcribed speech. [65] combines unsupervised pre-
training and pseudo-labeling to improve performance. [24] uses unlabeled target domain data
during pre-training for fine-tuning out-of-domain data. These methods, which learn from raw
audio without human labels, can utilize vast datasets of unlabeled speech, scaling up to 1,000,000
hours of training data [71]. However, while the encoder captures high-quality speech represen-
tations, they lack an equivalently performant decoder to transform these representations into
usable outputs, necessitating a complex fine-tuning stage. This can lead to overfitting to spe-
cific dataset patterns and poor generalization to other datasets. The goal of a speech recognition
system should operate reliably across diverse settings without the need for dataset-specific fine-
tuning. Research demonstrated by [30], [41], and [9] have shown that systems pre-trained across
multiple datasets are more robust and generalize more effectively to held-out datasets than mod-
els trained on a single source. But even combined datasets like SpeechStew [9], which contains
5,140 hours are tiny compared to vast amounts of unlabeled data used in previously mentioned
1,000,000 hours of unlabeled speech data utilized in [71].
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Addressing the limitations of existing datasets, recent efforts have produced larger datasets
for speech recognition by compromising on transcript quality. Researchers have proposed a
transformer sequence-to-sequence model called Whisper [54], which scales weakly supervised
speech recognition to 680,000 hours of labeled audio data. This approach eliminates the need
for dataset-specific fine-tuning and expands to multilingual and multitask training, covering
96 different languages and including various speech processing tasks, including multilingual
speech recognition, speech translation, spoken language identification, and voice activity detec-
tion.

Vosk [1] is an open-source speech recognition toolkit that provides offline, on-device voice
recognition capabilities for a variety of platforms. Vosk [1] main features are supporting more
than 20 languages and dialects, low-latency for small variants models, and providing a stream-
ing API.

5.1.2 Description of the work performed so far

Both Whisper [54] and Vosk [1] come with open-source implementations and offer a diverse
range of model variants suitable for offline, computation-constrained environments. Our inte-
gration of Whisper and Vosk into OpenDR takes advantage of these open-source offerings. The
integration involves the creation of a learner class that encompasses basic functionalities such
as downloading, loading, inference, and evaluation of models on speech datasets.

Whisper [54] offers transcription and translation functionality, but our integration is centered
solely on its speech transcription capabilities and includes a streaming adaptation on top of
the source code. Currently, Whisper lacks built-in functionality for end-of-phrase detection.
To avoid adding additional dependencies to the toolkit, we introduce an extra forward pass
specifically for detecting the end of phrases. This is implemented in both the ROS and ROS2
nodes for speech transcription when using Whisper as their backbone. It’s worth noting that this
additional implementation may introduce a large overhead to the ROS and ROS2 nodes when
running on low-resource devices.

5.1.3 Performance evaluation

We evaluate the integration of Whisper [54] and Vosk [1] using five commonly used speech
recognition datasets cited in the literature. These range from single-word commands like those
in Google Speech Command [64], to phrase-based commands found in Fluent Speech Com-
mand [36], as well as longer speeches in Common Voice [3], LibriSpeech [50] and TEDLIUM
[31]. In the following paragraphs, we introduce details about these datasets.

Google Speech Commands [64] comprises short, one-second sound clips recorded by thou-
sands of people. The dataset contains 65,000 one-second-long utterances of 30 short words
spoken by a diverse group. It includes simple commands like ”yes,” ”no,” ”up,” ”down,” ”left,”
and ”right.” This dataset is primarily designed for simple command recognition rather than
continuous speech recognition. We use version 0.0.2 of the dataset and use the test split for
evaluation.

Fluent Speech Command [36] contains 30,043 utterances spanning 19.0 hours and featuring
97 speakers. Each audio file in the dataset includes a single spoken English command typically
used for smart homes or virtual assistants, such as “put on the music” or “turn up the heat in the
kitchen.” The dataset was recorded under various noise conditions, making it suitable for real-
world applications. Our evaluations use the test split, which contains 3,793 utterances spanning
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2.4 hours and featuring 10 speakers.
Common Voice [3], part of Mozilla’s Common Voice project, is an open-source, multi-

language dataset aimed at providing voice data for speech technology development in as many
languages as possible. This dataset includes sentences spoken in various languages and provides
details such as the speaker’s gender, age, and accent. It is ideal for training speech-to-text
models, particularly for under-represented languages or accents. We use the test split of the
English version of the Common Voice Corpus 5.1.

LibriSpeech [50] is a large-scale corpus containing approximately 1,000 hours of English
speech. It is one of the most popular datasets for training large-scale speech-to-text models.
This dataset features readings from a diverse array of speakers in terms of both accent and
demographic information. Each audio file is accompanied by a corresponding transcription,
which is word-aligned to indicate the start and end times of words in the audio. We evaluate
models using the test-clean split, containing 2,620 utterances from 40 speakers, and totaling
approximately 5.4 hours in duration.

TEDLIUM [21] originates from TED Talks audio recordings and is suitable for training
and evaluating automatic speech recognition systems on lecture or presentation-style speech.
The dataset has multiple versions, each typically containing more data than the last. We use
TEDLIUM release 3, which includes 420 hours of speech test split for evaluations and filter out
transcriptions labeled as ignore time segment in scoring.

The Word Error Rate (WER) is our chosen metric for evaluation. It is calculated by dividing
the sum of word substitutions, deletions, and insertions by the total number of words in the
reference transcription. WER is expressed as a percentage, where a lower value indicates higher
accuracy. It ranges from 0%, signifying a perfect match, to potentially over 100%.

In our evaluation process, we focus exclusively on English-language samples. We choose
two specific models for this purpose: Whisper’s ’tiny.en’ [54] and Vosk’s ’vosk-model-small-
en-us-0.15’ [1]. The hyperparameters for these models are left at their default settings for the
benchmark. These models were chosen because they offer compact English speech recogni-
tion capabilities, aligning closely with the objectives of the OpenDR project. For a uniform
assessment, we employ a single setup configuration featuring an English normalizer provided
by Whisper [54], along with lower-case conversion. This normalizer standardizes output tran-
scriptions from both Vosk [1] and Whisper [54], as well as the reference transcription. This is
particularly advantageous for short transcription datasets like Google Speech Command, where
even minor variations in punctuation can significantly affect performance metrics. It’s impor-
tant to note that the evaluation function integrated into OpenDR retains the raw output from
both toolkits, with the only modification being the conversion of all transcriptions to lowercase.
For further details on the employed normalizer, we refer readers to Appendix C in [54].

Table 9: English transcription WER (%) on different datasets.

Dataset Vosk small en-us-0.15 [1] Whisper tiny.en [54]
Google Speech Commands [64] 87.25 32.98
CommonVoice English 5.1 [3] 38.59 26.44
Fluent Speech Commands [36] 11.34 6.72
TEDLIUM release 3 [21] 13.09 5.95
LibriSpeech [50] 12.52 5.72

The benchmark results are presented in Table 9. We observe a significantly high WER
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for the Vosk ’small en-us-0.15’ model [1] when tested on the Google Speech Commands [64].
When inspecting the transcription results from this model in Google Speech Commands [64],
we find many instances of empty transcriptions or transcriptions with a single word repeated
multiple times. This leads us to suspect that there may be issues within the evaluation pipeline.
The overall trend observed in the results indicates that the models demonstrate improved perfor-
mance when provided with longer speech inputs. This can be attributed to longer inputs offering
more contextual information, aiding the model in generating more accurate transcriptions. For
more exhaustive benchmark results, readers are encouraged to consult the Whisper paper [54]
and the Vosk website [1].

6 Multi-modal human centric perception and cognition

6.1 Improving Unimodal Inference with Multimodal Transformers
6.1.1 Introduction

Research in the field of multimodal learning has primarily focused on tasks where all relevant
modalities are assumed to be available during both training and inference stages. Works in this
area have involved the development of novel feature fusion techniques, addressing multimodal
alignment challenges, and more. However, it is not always realistic to rely on the assumption
that all modalities will be present during inference in real-world applications. Various factors,
such as transmission delays, media failures, or the nature of the specific application, can result
in one or more modalities being unavailable during certain inference steps, even if they were
available during training. In addition, usage of multimodal methods is associated with higher
computational requirements as architectural solutions tend to be larger. Consequently, the use of
unimodal models remains prevalent due to their simplicity and practicality in real-world scenar-
ios. Nevertheless, unimodal models can benefit from multimodal training, which allows them
to learn richer feature representations by relating them to other modalities and emphasizing the
most relevant unimodal information for the task. To this end, we have aimed to introduce a gen-
eralized method for training such unimodal models with multimodal information. Importantly,
our multimodal training approach does not increase the computational costs associated with the
model, which is especially relevant for edge deployment in robotics applications.

In the context of OpenDR, we instantiate our approach in a form of a language-based intent
recognition tool that is trained on language, speech, and vision data with the aim of improving
language-based inference. Together with the speech transcription tool, this enables analysing
speech intents of a person and predict one of the 20 intents: ’Complain’, ’Praise’, ’Apologise’,
’Thank’, ’Criticize’, ’Agree’, ’Taunt’, ’Flaunt’, ’Joke’, ’Oppose’, ’Comfort’, ’Care’, ’Inform’,
’Advise’, ’Arrange’, ’Introduce’, ’Leave’, ’Prevent’, ’Greet’, ’Ask for help’ to enable better
human-robot interaction [68].

6.1.2 Summary of state of the art

Over the recent years, a set of methods, however limited, has emerged that adopt the ”multi-
modal training unimodal testing” paradigm. These methods aim to enhance the performance of
unimodal models by leveraging multimodal data during the training phase and can be broadly
classified into several types. The first type focuses on reconstructing or hallucinating missing
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modalities to supplement the training process [14, 15, 18, 59]. Another type of method opti-
mizes alignment objectives between multiple modalities, utilizing techniques like contrastive
learning [40] or spatiotemporal semantic alignment [2]. These alignment-based methods are
typically well-suited for modalities that have a clear correspondence or pairing, such as RGB
and Depth or RGB and Point Clouds. However, they have limited applicability when dealing
with modalities that exhibit significant heterogeneity in data types, making their correspondence
less evident, such as audio and RGB frames or text and RGB frames. Instead, we take a differ-
ent approach to tackle this challenge. We propose a more general method that is applicable to
various data modalities and unimodal architectures. Therefore, we aim to overcome the limita-
tions of existing methods and provide a solution that is versatile and effective across different
types of modalities.

6.1.3 Description of the work performed so far

To this end, TAU has proposed an approach to enhance the performance of an arbitrary given
unimodal model through multimodal training. We consider the following problem scenario:
given data representations from different modalities and corresponding architectures of uni-
modal models, our objective is to improve the performance of these unimodal models by lever-
aging multimodal information during the training process.

Our approach revolves around a general framework that unites the unimodal models within
a joint architecture during training time, and decouples them during inference. This is accom-
plished by incorporating a multimodal Transformer-based branch, which is connected to the
intermediate features of each modality’s unimodal model. In this setup, each unimodal model
operates as a separate branch within the architecture. The multimodal branch is co-trained
in conjunction with the resulting unimodal branches and shares early feature extraction layers
with them. Additionally, knowledge transfer between the multimodal Transformer branch and
the unimodal branches is facilitated through the optimization of a multi-task objective.

During inference, the multimodal branch and any branches corresponding to modalities that
are not of interest are discarded, restoring the original architecture of the unimodal model, but
now with the parameters of the unimodal model optimized through multimodal training.

More specifically, the data from each modality, denoted as Xi, is fed into a sequence of lay-
ers serving as the backbone for both the unimodal and multimodal branches. This results in a
feature representation, Φi, specific to each modality. The remaining portion of the unimodal
branch, as well as the multimodal Transformer branch, independently process Φi, each with
its own task-specific head optimized for the task at hand (e.g., cross-entropy for classification
tasks). Additionally, we optimize a knowledge transfer objective, denoted as L kt, which facili-
tates knowledge transfer from the stronger multimodal branch to the weaker unimodal branches.
Various objective functions can be used to represent L kt. More concretely, we evaluate three
alternatives: decision-level alignment, feature-level alignment, and attention-level alignment.

The unimodal and multimodal branches, along with their task-specific and knowledge trans-
fer objectives, are jointly optimized for the task at hand. The shared feature layers receive gra-
dient updates from the task-specific objectives of both the unimodal and multimodal branches,
ensuring that they remain informative for both inference paths. This approach helps with ex-
traction of relevant information from each modality, as it prevents the loss of modality-specific
information while retaining relevant information necessary for modality fusion. Furthermore,
the knowledge transfer objective encourages the remaining segment of the unimodal branch to
learn in accordance with the multimodal Transformer, thereby enhancing its performance. Fol-

OpenDR No. 871449



D3.4: Final report on deep human centric active perception and cognition 38/104

Table 10: Results on EgoGesture dataset.

Method Acc-RGB Acc-Depth Acc-MM
MobileNetv2-RGB 86.07 - -
MobileNetv2-Depth - 86.87 -
MobileNetv2-MM - - 87.64
MobileNetv2-L KL

kt (ours) 88.57 88.34 89.19
I3d-RGB 90.69 - -
I3d-Depth - 90.64 -
I3d-MM - - 91.78
I3d-L KL

kt (ours) 91.96 91.84 92.78

Table 11: Results on RAVDESS dataset.

Method Acc-Audio Acc-Video Acc-MM
Audio model 60.92 - -
Vision model - 60.00 -
Multimodal model - - 70.83
MM-L KL

kt (ours) 63.16 63.16 73.0

lowing this, a knowledge transfer objective from the multimodal branch to unimodal branches
is optimized. Further details as well as a visual representation of the approach can be found in
Appendix 8.3.

6.1.4 Performance evaluation

We evaluate our approach using a set of unimodal methods presented in the recent literature
on several different tasks: RGBD dynamic hand gesture recognition [70], audiovisual emo-
tion recognition [35], audio-visual-language sentiment analysis [67] as well as audio-visual-
language intent recognition [68]. Additionally, considering previous comments from the re-
viewers, we adopted tri-modal transformers in the multimodal segment of the sentiment analy-
sis and intent recognition tasks, with audio modality represented by both prosodic and spectral
speech features in the multimodal sentiment analysis model. Moreover, intent recognition with
language-based inference and multimodal training is integrated as a tool into OpenDR toolkit.
The results can be seen in the tables 10,11, 12a, and 12b. As can be seen, the proposed approach
outperforms the unimodal inference baselines in vast majority of the cases. Interestingly, in
certain cases training via the proposed framework also improves the multimodal performance,
compared to training the corresponding architecture without unimodal feedback.
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Table 12: Results on MOSEI and MIntRec datasets

Method MAE Corr Acc 7
Audio 0.8146 0.2395 41.05
A-L cos

kt (ours) 0.8125 0.2812 40.76
A-L att

kt (ours) 0.8111 0.2493 41.17
Vision 0.8079 0.2313 42.18
V-L cos

kt (ours) 0.8028 0.2774 42.18
V-L att

kt (ours) 0.7978 0.2680 42.73
Text 0.6290 0.6481 48.72
T-L cos

kt (ours) 0.6199 0.6570 49.62
T-L att

kt (ours) 0.6203 0.6537 49.02

(a) Results on MOSEI dataset for multimodal
sentiment analysis.

Method Acc F1 Prec Rec
Binary

Text 88.09 87.98 87.87 88.16
T-L KL

kt (ours) 89.29 89.18 89.14 89.35
T-L att

kt (ours) 90.26 90.16 90.07 90.29
20-class

Text 71.76 68.18 69.66 67.98
T-L KL

kt (ours) 72.21 69.03 69.71 69.71
T-L att

kt (ours) 71.24 67.92 69.23 67.56
(b) Resuts on MIntRec dataset for intent recognition.

6.2 Multi-frame person detection
6.2.1 Introduction and summary of state of the art

Detecting swimmers is a vital part of marine search-and-rescue (SAR) operations. Typical for
SAR operations, everything must work fast and reliably since a person in water can stay only a
limited time above surface. Having drones with automated perception would speed up detecting
the targets in the water. Figure 13 shows that a drone can provide a good coverage of a water
area, but detecting the swimmer may need some experience, especially from higher altitudes.

Figure 13: A set up marine SAR situation

The detector itself must be light enough to be fitted in an edge device mounted on a drone,
but also it must be able to perform the detection on a high level. This means that there needs to
be a compromise between the image quality and detection speed. Figure 14 shows how down
sampling hides the details from images taken from different altitudes.
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Figure 14: Effects of down sampling the images taken from different altitudes

Current studies have shown that drones can be used successfully for object detection such as
detecting pedestrians in traffic surveillance applications, detecting people and objects in water,
and also perform human detection in in-land SAR-operations. In marine SAR-operations, the
altitude seems to be the biggest limiting factor in detection performance.

For this purpose, we are proposing a new method where we use multiple frames (videos)
instead of still images for detecting swimmers, allowing from more reliable detecting humans
in the water. We have observed that in many cases it is easier for the human observer to detect
the swimmer from the videos while the target is moving. In many cases the human is the only
moving object, while others remain still.

6.2.2 Description of work performed so far

In our previous studies [53], we have tested how object detector using YOLO architecture per-
forms in marine SAR operation images. The detection from a single image works well in
overall, but it has some problems when the drone altitude is increased, since the down sampling
makes images to lose some detail. We have used the YOLOv4 [6] model to detect swimmers
from single still images (research yet to be published), and here we use modified YOLOv4
for detecting objects from video, so the performance can be compared between single-frame
and multi-frame object detection. The input of the model is modified in a way that it is scaled
according to the number of input frames. The original YOLOv4 model has 3 input channels
Iimage = [R,G,B], where R, G and B are the color channels of the image. When using multi-
ple frames, we scale the number of input channels according to the number of frames we would
like to use, as in Ivideo = [R1,G1,B1, . . . ,Rn,Gn,Bn], where n denotes the number of frames used.
Also illustrated in Figure 15.

When training the network, the bounding boxes from the selected frames are combined
in a way that the new annotations have the maximum height and width of the overlapping
bounding boxes. The network can be initialised with pre-defined weights for transfer learning,
or initialized with randomized weights or zero-value weights.

6.2.3 Performance evaluation

Considering this task, avoiding false negative predictions is critically more important than
avoiding false positive predictions, since a false negative prediction would mean that a per-
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Figure 15: Illustration of different input types of the network

son in the need of help is missed. Performance will be evaluated using precision, recall and
F1-score as metrics, as well as inspecting the amounts of true positive, false positive and false
negative detections. The goal is to increase the recall score, keeping the false negatives to min-
imum while not getting too much false positives. For this purpose, we are not interested in
perfectly overlapping bounding boxes, but it is more important to make detections considering
the nature of the task. Because of that, the IoU-threshold (Intersection over Union) has been set
to different values, including as low as 10 percent, to make sure that we do not miss any targets
because of strict thresholding.
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7 Conclusions
TAU expanded on its previous work on O2b by extending the human-centric interaction tools,
driven by the needs of the OpenDR use cases. Speech recognition functionality was improved to
allow general recognition and transcription with models of varying complexity, not constrained
by the limitations of the dictionary (Section 5.1). Hand gesture recognition was made more
robust and less constrained in realistic scenarios (Section 4.1). Text-based intent recognition
leverages multimodal training to achieve higher unimodal prediction rate (Section 6.1), while a
method for more reliable human detection, taking into account motion apart from still images,
was also developed in Section 6.2.

AUTH finalized its work on O1a on Non-Maximum Suppression (NMS) for person detec-
tion (Section 2.5), while also further extended high resolution pose estimation approach devel-
oped in OpenDR, contributing towards O1b, in order to more efficiently handle cases where
multiple humans appear, as well as included a more challenging evaluation setup in Section 2.3.
Finally, AUTH further contributed to O2a by developing an embedding-based active perception
approach (Section 2.2) for face recognition by leveraging a new dataset developed by AUTH to
enable multi-axes control, as well as finalized the method proposed for using synthesized facial
views (Section 2.1) and deep reinforcement learning (Section 2.4) for active face recognition.

AU worked towards O2a by incorporating uncertainty estimation to human action recog-
nition, which can serve as a valuable signal to decide whether an action can be reliable taken
based on the perception results, or if the agent should actively improve perception to be certain
in its outputs. AU implemented Variational Neural Networks versions of ST-GCN and AGCN
methods for skeleton-based human action recognition (Section 3.1), which allow estimating
output uncertainty and improve the quality of perception.
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8 Appendix

8.1 Using Synthesized Facial Views for Active Face Recognition
The appended papers follow.
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Abstract

Active perception / vision exploits the ability of robots to interact
with their environment, for example move in space, towards increas-
ing the quantity or quality of information obtained through their
sensors and, thus, improving their performance in various perception
tasks. Active face recognition is largely understudied in recent liter-
ature. Attempting to tackle this situation, in this paper, we propose
an active approach that utilizes facial views produced by photoreal-
istic facial image rendering. Essentially, the robot that performs the
recognition selects the best among a number of candidate movements
around the person of interest by simulating their results through view
synthesis. This is accomplished by feeding the robot’s face recognizer
with a real world facial image acquired in the current position, gener-
ating synthesized views that differ by ±θ◦ from the current view and
deciding, based on the confidence of the recognizer, whether to stay in
place or move to the position that corresponds to one of the two syn-
thesized views, in order to acquire a new real image with its sensor.
Experimental results in three datasets verify the superior performance
of the proposed method compared to the respective ”static” approach,
approaches based on the same face recognizer that involve synthetic
face frontalization and synthesized views, random direction robot move-
ment, robot movement towards a frontal location based on view angle
estimation, as well as a state of the art active method. Results from
a proof of concept simulation in a robotic simulator are also provided.
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2 Using Synthesized Facial Views for Active Face Recognition

Keywords: active vision ; active face recognition ; synthesized facial views;
photorealistic facial synthesis

1 Introduction

In recent years, the robotics and vision communities have started researching
more thoroughly the field of active vision / perception and exploration. Active
perception methods try to obtain more, or better quality, information from
the environment by actively choosing from where and how to observe it using
a camera (or other sensors), in order to accomplish more effectively tasks such
as 3D reconstruction [1, 2], [3], [4], [5] or object recognition [6], [7]. This could
be achieved, for example, by moving a camera-equipped mobile robot, e.g. a
wheeled robot or a UAV, in positions which offer different (and hopefully bet-
ter) views of the object of interest. Although active 3D object reconstruction
has attracted considerable interest, mainly towards solving the ”next-best-
view” problem (i.e. choosing the next viewing position in order to to obtain
a detailed and complete 3D object model), active approaches for recognition
tasks, especially for face recognition, are less frequent in the literature. Deep
Learning has lately dominated face recognition research due to the superior
performance achieved. However the vast majority of recognition methods adopt
a static approach i.e., an approach that is based on an image acquired from a
specific viewpoint, even in setups where an active approach could have been
used. Indeed, face recognition can be combined with an active approach for
controlling the movement of a camera-equipped robot towards capturing the
face from more informative views and thus obtaining more robust results, at
the expense of energy consumption and additional time needed. Synthesized
views of faces, whose images were acquired through a camera, can be used for
robot movement guidance in an active face recognition setup. Instead of hav-
ing the robot move in a physical way for capturing a novel (and better) view,
one can use a synthesized view as an aid towards choosing a new viewpoint
and improving recognition through an acquisition procedure.

In this paper, we propose an active face recognition approach that utilizes
facial views synthesized by photorealistic facial image rendering. Essentially,
the camera-equipped robot that performs the recognition selects the best
among a number of candidate physical movements around the face of interest
by simulating their results through view synthesis. In other words, once the
robot (that is at a certain location with respect to the subject) acquires an
image, it feeds the face recognizer with this image as well as with synthesized
views that differ by ±θ◦ from the current view. Subsequently, it either stays
in the current position or moves to the position that corresponds to one of the
two synthesized views. The respective decision is based on the confidence of
the three recognitions (on the real and the two synthesized views). In case of a
”move” decision, it proceeds in acquiring a ”real” image from its new location.
The procedure repeats in the same manner, for this location, for one or more
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steps. Using synthesized facial views facilitates decision-making by providing
estimates of what is to be expected (in terms of recognition accuracy) in a new
robot position. The proposed method involves a face recognizer that is trained
to recognize frontal or nearly frontal faces, while having to deal with input
facial images obtained from an arbitrary view point. This fact makes recogni-
tion challenging, but at the same time more easily applicable in a real-world
scenario, since it does not require the existence of facial images acquired from
different viewpoints in order to train a view-independent face recognizer.

The remainder of this paper is organized as follows. In Section II related
work is presented, whereas in Section III we describe the details of the
proposed method. In Section IV experiments conducted to measure the algo-
rithm’s performance are presented. Finally, Section V provides a discussion
and conclusions.

2 Related Work

2.1 Active Computer Vision

A few recent active approaches for tasks such as object detection, recognition,
3-D reconstruction and manipulation are presented in this section. Additional
methods can be found in the review paper [8] that deals in particular with the
problem of view planning in robot active vision.

In [9], a robotic arm equipped with a depth camera captures information
for a scene from several poses, towards understanding the environment and
performing multiple object detection. Boundary Representation Models (B-
Reps) are used to represent the objects. The world representation is initialized
and, after generating a first set of object detection hypotheses, the approach
tries to perform exploration in order to generate new hypotheses or validate
existing ones. This is accomplished by finding regions of interest (regions to be
inspected) and suitable new views, acquired by appropriate poses of the arm.
A proof of concept using a KUKA LWR 4 arm is provided. As expected, the
object recognition rate increases as the number of views increases.

In [10] the authors deal with the problem of reconstructing a scene while
also identifying the objects in it using 3D scans and a dataset of 3D shapes.
Towards this end, a 3D attention model is developed that selects the best views
to scan from, as well as the most informative regions within in each view, so
as to achieve object recognition. The region-level attention mechanism gener-
ates features which are fairly robust against occlusion. Temporal dependencies
among consecutive views are encoded with deep recurrent networks.

A new approach, called 3D ShapeNets, for representing a 3D shape as a
probability distribution of binary variables on a voxel grid, using a Convolu-
tional Deep Belief Network is proposed in [11]. This representation supports
joint object recognition and shape completion from depth maps and enables
active object recognition through view planning. The model, learns the dis-
tribution of 3D shapes from different object categories and various poses
from raw CAD data, while also discovering hierarchical compositional part
representations.
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Moreover, in [12], the authors present a novel methodology for optimizing
a robot’s vision sensor viewpoint and apply it in the tasks of object recogni-
tion and manipulation (grasping synthesis) in unstructured environments. The
algorithm uses extremum seeking control (ESC), which utilizes a task success
criterion in a continuous optimization loop. In the case of object recognition,
an image is captured by the robot’s camera and supplied to the recognition
algorithm. The algorithm generates a success rate value (probability of recog-
nizing an object) that forms the main component of the objective function,
which is to be maximized by the neural-network based ESC algorithm, towards
generating velocity commands for the robot camera. The camera moves on a
sphere (viewsphere) around the object, i.e., it points to the object all the time
while keeping the distance fixed. The algorithm requires neither a task model
nor training on offline image data for viewpoint optimization and is shown to
be robust to occlusions.

In [13] another active vision-based object recognition approach is pre-
sented, among other contributions. More specifically, a CNN-based approach
is described that allows object recognition over arbitrary camera trajectories,
(which generate multi-view image sequences) without requiring explicit train-
ing over the potentially infinite number of camera paths and lengths. This is
done by decomposing an image sequence into a set of image pairs, classifying
each pair independently, and then learning an object classifier by weighting the
contribution of each pair. The method is then extended to the next-best-view
problem in an active recognition framework. This is accomplished by train-
ing a second CNN to map from an observed image to the next viewpoint and
incorporating it into a trajectory optimisation task.

In [14] a method for active object recognition that involves a deep CNN
for the simultaneous prediction of the object label and the next action to be
performed by the sensor so as to improve recognition performance is presented.
The task is treated as a reinforcement learning problem and a generative model
of object similarities is embedded in the network for encoding the state of
the system. Other, older, active object recognition approaches, are reviewed
in [15–17].

[1] deals with the problem of active object reconstruction. In there, a next-
best-view planning scheme based on supervised deep learning is proposed. A
properly trained three-dimensional convolutional neural network (3D-CNN) is
used to predict the next-best-view position, given the current view.

Finally, in [18] a viewpoint planning strategy for 3D reconstruction with
application in the reconstruction of blades is presented. The algorithm focuses
on controlling surface overlap for the various views so as to allow for successful
registration. OctoMaps are used towards this end and the method is tested in
both simulation and real blade reconstruction.

2.2 Active Face Recognition

Despite the fact that active object recognition has attracted considerable inter-
est in the computer vision and robotics communities, active face recognition
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has been scarcely studied. Such a simple method is described in [6] and com-
prises of a neural network-based face recognizer along with a decision making
controller that decides for the viewpoint changes. More specifically, a pre-
trained VGG-Face CNN is used by the recognition module in order to extract
facial image features and it is combined with a nearest-neighbor identity
recognition criterion. The simple controller module can make three different
decisions based on the uncertainty of the current result (i.e., the distance d
between the input image and the closest image in the database of known per-
sons): a) recognize the individual, if d is below a threshold t1 b) disregard
the individual as unknown, if d is above a threshold t2 or c) reassess the sub-
ject by moving to a different viewpoint, if t1 < d < t2. The direction towards
which the movement shall be performed in order to increase the probability of
correct recognition is not studied by the authors.

The authors in [7] propose a deep learning-based active perception method
for embedding-based face recognition and examine its behavior on a real multi-
view face image dataset. The proposed approach can simultaneously extract
discriminative embeddings, as well as predict the action that the robot must
take (stay in place, move left or right by a certain amount, on a circle centered
at the person) in order to get a more discriminative view.

2.3 Multi-view Facial Image Synthesis

A significant number of techniques for synthesizing facial images in novel views
appeared in the last years since such images can have a number of applica-
tions, e.g., in improving face recognition accuracy. For example, since profile
faces usually provide inferior recognition results compared to frontal faces,
generative adversarial networks (GANs) based methods for the frontalization
of profile facial images [19] or generation of other facial views [20] have been
proposed for improving face recognition results.

A method for the generation of frontal views from any input view that
utilizes a novel generative adversarial architecture called the Attention Selec-
tive Network (ASN) is described in [21]. Towards improving single-sample
face recognition by both generating additional samples and eliminating the
influence of external factors (illumination, pose), [22] presents an end-to-end
network for the estimation of intrinsic properties of a facial image with recov-
ery of albedo UV map and 3D facial shape. In [23], a facial image rendering
technique is used both in the training and testing stages of a face recognition
approach.

A method that produces photorealistic facial image views is described in
[24]. The basic idea of this approach is that rotating faces in the 3D space
and re-rendering them to the 2D plane can serve as a strong self-supervision.
A 3D head model (obtained by utilizing the 3D-fitting network 3DDFA [25–
27]), accompanied by the projected facial texture of a single view, is being
rotated and multi-view images of the face are rendered using the Neural 3D
Differential Renderer [28] along with 2D-to-3D style transfer and image-to-
image translation with GANs to fill in invisible parts. This last state-of-the-art
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method was selected due to its robustness and photorealistic quality for the
generation of the synthetic facial images required by the method proposed in
this paper.

Although facial view synthesis can improve face recognition performance,
active perception methods can be expected to provide better results, in cases
where acquisition of additional ”real’ facial views is possible due to the
existence of e.g. a wheeled robot.

3 Proposed Active Face Recognition Algorithm

3.1 Face Recognition

Let us denote as database subset G a set of training facial images for the
persons that shall be recognized. Similarly, the facial images to feed the face
recognizer are included in the query (test) set T . The face recognition library
face.evoLVe [29] which contains many state-of-the-art deep face recognition
models, is used. More specifically, an implementation of a certain face recog-
nition approach of face.evoLVe from the OpenDr Toolkit [30, 31] was used.
IR-50 (50 layers) [32] trained on MS-CELEB-1M using an ArcFace [33] loss
head was used as the 512-dimensional feature extraction backbone.

For the database subset G, face detection, facial landmark extraction and
face alignment was based on the face.evoLVe module that is based on MTCNN
[34], whereas for the query images in T , these processing steps were based
on RetinaFace [35, 36]. Face recognition is performed by a nearest-neighbor
classifier that uses Euclidean distance in the 512-dimensional feature space to
find the database facial image that best matches the query image.

Face recognition confidence FRC ∈ [0, 1], is also evaluated based on the
distance between the input query image and the nearest image in the database
G. The FRC is given by the following formula:

FRC = 1− distance

threshold
(1)

where distance is the euclidean distance of query facial image from the nearest
neighbor image in the database G and threshold is the optimal threshold found
by running a pairwise matching experiment on LFW [37].

3.2 Active Face Recognition Using Synthesized Views

The proposed active face recognition algorithm uses the face recognition con-
fidence FRC and facial images synthesized for view angles around the current
robot view, in order to select the next robot movement, towards performing
a successful recognition. Starting from an initial position, the robot can take
one of the following three decisions: stay at the current position, move by θ◦ to
the right or move by θ◦ to the left, in order to acquire a new image. Depend-
ing on the achieved recognition confidence, one or more additional movements,
towards the same direction as the first one, might be decided.
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Algorithm 1 Active Face Recognition Algorithm on Pseudocode

Input:Ir, threshold, θ
◦

Result:PersonID(Ir)

1: α = Estimate V iew Angle(Ir)
2: I−s = Render(α− θ◦, Ir)
3: I+s = Render(α+ θ◦, Ir)
4: I = argmax(FRC(x))

x∈{Ir,I−
s ,I+

s }
5: if I = Ir then
6: IID = Ir
7: go to 32
8: else
9: if I = I+s then

10: θincr = +θ◦

11: else
12: θincr = −θ◦
13: end if
14: end if
15:

16: I1stepr = Move and Capture(α+ θincr)
17: if FRC(I1stepr ) > threshold then
18: IID = argmax(FRC(x))

x∈{Ir,I1step
r }

19: go to 32
20: else
21: I2steps =Render(α+ 2 ∗ θincr, I1stepr )
22: if FRC(I2steps ) < FRC(I1stepr ) then
23: IID = argmax(FRC(x))

x∈{Ir,I1step
r }

24: go to 32
25: else
26: I2stepr = Move and Capture(α+ 2 ∗ θincr)
27: IID = argmax(FRC(x))

x∈{Ir,I1step
r ,I2step

r }
28: go to 32
29: end if
30: end if
31:

32: PersonID(Ir) = Recognize(IID)

More specifically, given a facial query image Ir (subscript r stands for real),
captured by the robot camera at the robot starting position, the face syn-
thesis algorithm [24] is utilized to estimate the robot view angle α and then
render/generate facial views in 2 different view angles i.e. −θ◦ and +θ◦ in pan
with respect to the pan of Ir (and the same tilt as Ir). These two images are
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denoted by I−s and I+s respectively (subscript s stands for synthetic). Then,
the face recognizer is fed with these three images Ir, I

−
s , I+s (one real, two

synthetic ones). Depending on the image that obtained the biggest face recog-
nition confidence FRC, the robot stays in its current position (if FRC was
maximum in Ir) or physically moves −θ◦ (or +θ◦) (if FRC was maximum in
I−s (or I+s )) and acquires through its camera a new real image I−r (or I+r ). If a
”stay” decision was taken, the algorithm outputs the ID of the person it recog-
nized in Ir and terminates. If the robot moved, face recognition is performed
again in I−r (or I+r ) and the obtained FRC is compared to an experimen-
tally evaluated threshold t. In case a high enough confidence was observed,
the algorithm outputs the ID of the person it recognized in I−r (or I+r ) and
terminates. If not, it tries additional +θ◦ steps (movements) in pan, in the
same direction as the first step. In more detail, in this second step, it gener-
ates/synthesizes a facial view −θ◦ (or +θ◦) in pan from the current pan value
(and the same tilt), denoted as I−−

s (or I++
s ), and evaluates (by calling the

face recogniser) FRC on this synthetic image. If FRC(I−r ) > FRC(I−−
s ) (or

FRC(I+r ) > FRC(I++
s )) the algorithm decides that the robot shall stay in its

current position, outputs the ID of the person it recognized in I−r (or I+r ) and
terminates. Otherwise, the robot physically moves −θ◦ (+θ◦) from its current
position, acquires a new image I−−

r (I++
r ) and the algorithm outputs the ID

of the person it recognized in this image. The procedure can be repeated for a
number of additional steps (movements), until the predefined maximum num-
ber of steps is reached. The performance of the proposed procedure obviously
depends on whether the synthesis algorithm [24] estimates with sufficient accu-
racy the view angle of the query image Ir and also on whether the synthesized
views are of good quality. In order to limit the possibly negative effect of these
factors on the performance of the algorithm (e.g. by leading it to move towards
the wrong direction), the algorithm does not actually take a decision based on
the last real image it has visited but does so based on the real image where it
has obtained the maximum FRC value. In more detail, if the algorithm took
one step of −θ◦, it takes a decision using the real image I given by:

I = argmax
x∈{I−

r ,Ir}
(FRC(x)) (2)

or the equivalent expression that involves I+r , Ir, if a step of +θ◦ has been
taken. Similarly, if two steps of −θ◦ each have been performed, the algorithms
decides on the person ID using the real image I given by:

I = argmax
x∈{I−−

r ,I−
r ,Ir}

(FRC(x)) (3)

or the equivalent expression that involves I++
r , I+r , Ir, if two steps, of +θ◦ each,

have been taken. The pseudocode for the proposed method, when two steps
are allowed, is presented in algorithm 1.
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It should be noted that the actual recognition is always performed on a
real image, i.e., an image captured by the robot camera. The synthesized views
are only used to aid the robot in deciding whether to move in a new position
(and acquire a new image there) or stay in the current position. The rationale
behind the proposed approach is that in case the initial robot position is far
from a frontal or nearly frontal one, the algorithm will hopefully direct it
to move towards a position which is closer to a frontal one. Obviously, the
procedure can work, in the same way, for tilt.

4 Performance Evaluation

For the evaluation of the proposed active face recognition approach, a number
of experiments were conducted using the HPID dataset [38], the Queen Mary
University of London Multi-view Face Dataset (QMUL)[39] and a Synthetic
Dataset (SD) [40]. In all three datasets, images of all subjects were divided
into two non-overlapping subsets: a database subset G (images that the face
recognizer uses to decide upon the ID of the query image through the nearest
neighbor classifier) and a query (test) subset T (these are meant to be the
images captured by the robot camera in its initial position). This was done by
choosing images with different pan ranges for G and T . With this setup we
are simulating active recognition where the robot is moving only in the pan
direction. Short descriptions of the three datasets are provided below.

4.1 HPID Dataset

The HPID dataset [38] is a head pose image database consisting of 2790 face
images of 15 subjects captured by varying the pan and tilt angles from −90◦ to
+90◦, in 15◦ increments. Two series of images were captured for each person,
(93 images in each series).

The database subset G (Figure 1) contains facial images with tilt
in angles [−30◦,−15◦, 0◦,+15◦,+30◦] and pans [−15◦, 0◦], i.e. only nearly
frontal images. The query subset (Figure 2) contains face images with tilts
[−30◦,−15◦, 0◦,+15◦,+30◦] and pans [−90◦,−75◦,−60◦,−45◦,−30◦]. The
selection of the range [−90◦...− 30◦] in pan, instead of the full ([−90◦...− 30◦]
and [+30◦... + 90◦]) semi-circle, in this and the other two datasets, was just
for simplicity. Similar results were obtained in experiments involving the full
semi-circle.

Synthetic images generated from the ”real” query images for use from our
algorithm are depicted in Figure 3.

4.2 QMUL Dataset

Queen Mary University of London Multi-view Face Dataset (QMUL) [39]
consists of automatically aligned, cropped and normalised face images of 48
persons. Images of 37 persons are in greyscale (dimensions: 100x100 pixels)
whereas those of the remaining 11 subjects are in colour and of dimensions
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56x56. For each person 133 facial images exist, covering a viewsphere of
−90◦... + 90◦ in pan and −30◦... + 30◦ in tilt in 10◦ increments. For the
Database split G, the facial images with pan in angles [−10◦, 0◦] and tilt in
angles [−30◦, ...,+30◦] were used. The Query split T (test) includes images
with pan in angles [−90◦, ...,−20◦] and tilt in the range [−30◦, ...,+30◦].

4.3 Synthetic Dataset

The Synthetic Dataset (SD) was generated using Unity’s Perception package.
It consists of 175422 cropped face images of 33 subjects taken at different
environments, lighting conditions, camera distances and angles. In total, the
dataset contains images for 8 environments, 4 lighting conditions, 7 camera
distances (1m-4m) and 36 camera angles (0− 360◦ at 10◦ intervals). A subset
of the dataset was used in the experiments. The subset included all 33 subjects
in all environments and 1 lighting condition, at a camera distance of 1.0 m. For
the Database split G, facial images with pan [0◦,+10◦] and tilt 0◦ were used.
The Query (test) split T included images with pan in the range [+20◦, ...,+90◦]
and tilt 0◦.

Fig. 1 Samples from the database subset G of the HPID dataset, depicting real facial
images of a subject with tilt angles [−30◦,−15◦, 0◦, 15◦, 30◦] and pans [−15◦, 0◦, 15◦].

4.4 Results

Results (in terms of recognition accuracy) are presented in Table 1. The line
marked ”Static” in this Table presents the result of the static equivalent of
our approach, in which only the initial query facial image is used by the same
recogniser involved in the active approach. As can be seen, the proposed active
method (lines ”Proposed (Active), 2 steps” and ”Proposed (Active), 4 steps”,
referring to the cases where the robot can move up to 2 or 4 times from its
initial position in θ◦ increments) outperforms its static counterpart for both 2
and 4 algorithm steps, at the obvious expense of additional robot movements
and time required to perform them. For the HPID and SD datasets the best
performance is obtained for 4 steps of the algorithm and the absolute increase
of accuracy with respect to the static version is 15.61% and 13.05% respec-
tively, whereas for the QMUL dataset the best performance is obtained for 2
steps (increase of 15.69% compared to the static approach).
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Fig. 2 Samples from the query subset T depicting real facial images of a subject with tilts
[−30◦,−15◦, 0◦, 15◦, 30◦] and pans [−90◦,−75◦,−60◦,−45◦,−30◦].

Fig. 3 Samples of synthetic facial images generated from the query subset T of the HPID
dataset. Each row depicts the two synthetic images generated in pan angles pan − 15◦ ,
pan+15◦ from real images with pans [−75◦,−60◦,−45◦,−30◦]. Each row corresponds to a
different tilt value of the real image, in the range [−30◦,−15◦, 0◦, 15◦, 30◦].

Fig. 4 Samples from the database subset G of the SD dataset, depicting facial images of
four subjects with tilt angle 0◦ and pans [0◦,+10◦].
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Fig. 5 Samples from the query subset T of SD Dataset depicting facial images of four
subjects with tilt 0◦ and pans [+20◦,+30◦,+40◦,+50◦,+60◦].

Table 1 Face recognition accuracy results and comparison with the static approach and
other variants

Method HPID[38] QMUL [39] Synthetic(SD) [40]
Static (only Queries) 72.49 % 69.88% 66.95%

Proposed (Active) (2 steps) 82.12% 85.57% 68.35 %
Proposed (Active) (4 steps) 88.10% 82.85% 80%

Random direction movement (2 steps) 71.31% 72.68% 63.54%
Frontalization by physical movement (real frontal views) 74.82% 62.83% 56.33%

Frontalization (synthetic frontal views) 80.75% 75.95% 66.10%
Static & Synthetic (real & synthetic views) (4 steps) 72.22% 66.35% 62.28%

Table 2 Comparison with [7]

Method HPID [38] QMUL [39] Synthetic (SD) [40]
Proposed (Active) (2 steps) 82.88% 82.47% 85.00%
Proposed (Active) (4 steps) 87.78% 84.59% 88.81%

[7] (Active) (2 steps) 60.96% 69.94% 67.63%
[7] (Active) (4 steps) 61.30% 68.11% 70.41%

The proposed approach was also compared to the frontalization approach
that is often used in face recognition when the recognizer is trained only on
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frontal views. In this case, the facial view synthesis algorithm [24] is used in
order to generate a frontal (0◦ in pan) view from the input (query) image.
This image is then provided to the recognizer. The results (line ”Frontal-
ization (synthetic frontal views)”) show that although frontalization achieves
improved performance with respect to the static approach in HPID and QMUL
datasets and similar performance in SD, it is superseded by the proposed active
approach. Indeed the best achieved results of the proposed approach corre-
spond to an absolute increase in accuracy (with respect to the frontalization
approach) of 7.35%, 9.62% and 13.9% for the HPID, QMUL and SD datasets
respectively.

One can naturally wonder what is the benefit of introducing an active
approach, that involves actual robot movement, over the use of synthetic
images only. To answer this question we set up another experiment where for
each (real) query image, captured at a view angle α we generate (where pos-
sible) 8 synthetic images at angles α ± θ◦, ..., α ± 4θ◦ around the query and
feed them to the recognizer along with the query image. The result with the
highest FRC is then adopted as the final decision. Results are presented in
line ”Static & Synthetic (real & synthetic views) (4 steps)”. Obviously this
approach is not viable, providing results inferior to those of the static case.

One could also argue that, instead of using the synthesized views as pro-
posed in this paper, it would suffice to estimate the view angle of the robot
with respect to the person and instruct it to move directly (i.e., without inter-
mediate steps) to the position that would allow it to obtain a frontal view
(0◦ in pan). However, there are certain difficulties that would make such an
approach hard to implement in practice. Indeed, we observed during the exper-
iments that view angle estimates (at least those provided by the view synthesis
algorithm used in this paper) although accurate enough for the purposes of
view synthesis, are quite far from the ground truth values, thus deeming this
approach problematic. Experiments were performed to quantitatively verify
this claim. The experimental evaluation was conducted on all three datasets,
and involved obtaining the view angle estimate θ◦ and instructing the robot
to physically move by −θ◦ and recognise the subject from its -supposedly-
frontal new position. The respective recognition accuracy figures are provided
in the line ”Frontalization by physical movement (real frontal views)” of Table
1. The obtained results show that this approach is significantly inferior to the
proposed one and also worse than the frontalization approach that is based on
view synthesis. As a matter of fact, this approach is inferior to even the static
one in two out of three datasets.

Another set of experiments were conducted in order to prove that the
guidance provided by the synthesized views with respect to the direction the
robot shall move is beneficial for the proposed algorithm. Towards this end, the
proposed approach was compared to a two-step random direction movement
approach that was implemented as follows: starting from its initial position, the
robot chooses a random direction (positive or negative rotation, i.e., right or
left movement) and then performs two θ◦ steps (θ◦ = 10◦ or 15◦ depending on
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the dataset) towards this direction, capturing the respective (real) images. The
decision on the ID of the depicted person is then taken based on the real image
(one of the three available) where the maximum FRC value was observed.
This approach is similar to the 2 step version of the proposed algorithm, the
difference being that the movement direction is not decided on the basis of
the utilized synthetic views but is chosen randomly. The recognition accuracy
results for this approach are presented in row ”Random direction movement
(2 steps) of Table 1. By observing this Table, one can notice that results are
close to those of the static approach but clearly inferior to those obtained by
the 2 step version of the proposed algorithm. This verifies that the guidance
provided by the synthetic images is indeed beneficial for the recognition.

Finally, the proposed method was compared to the recent embedding-based
active deep face recognition technique [7]. The experimental setup followed in
[7] for the HPID datased, was used in all three datasets. More specifically,
75% of the subjects contained in each dataset was used to train the models
of [7], while the remaining 25% were used for evaluating the trained models
(test set). Since our approach requires no training, only the test set data were
utilized in the experiments that involved it. Images in the test set were used
to form the Database split G and the Query split T, in the same way (same
range of pan and tilt angles) mentioned in Sections 4.1 to 4.3. Results are
presented in Table 2. One can observe that the proposed method outperforms
the method in [7] in both the 2 and 4 steps setups, achieving (in the 4 steps
setup) an absolute increase in accuracy of 26.48%, 16.48% and 18.40% for the
HPID, QMUL and SD datasets respectively.

Statistics regarding the steps taken by the proposed approach (4 steps) are
presented in Table 3 for the SD dataset. Each row in this Table corresponds to
the type of real image that the algorithm reached in its course, i.e., the number
of steps it has taken towards the right or the left direction. These types are
mentioned in the first column and follow the same naming conventions used
in Section 3.2. For example, the row marked I+r includes statistics for cases
where the algorithm (robot) moved by +10◦ from its initial position (the one
represented by the input query image). The pan angle increment from the
initial position, the number of images and the percentage they represent over
the total are presented for each case. The presented statistics show that in
24.34% of the cases the robot decided to stay in its initial position whereas in
the remaining 75.66% it moved by ±10◦, ..,±40◦ (one to four steps). It shall
be noted however that the decision on the ID of the depicted person is not
necessarily obtained from the last position the robot has visited, due to the
fact that the image with the maximum recognition confidence (FRC) is used
for this purpose.

The average number of movements that the algorithm instructs the robot
to perform can be easily evaluated from statistics such as the ones presented
in Table 3. The respective figures are presented in Table 4. Note that in case
the robot decides to performs no movement (stay decision) the number of
movements is obviously zero. As can be seen, when 4 steps are allowed, the
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Table 3 Active Face Recognition Statistics (4 Steps, SD dataset): steps performed by the
algorithm.

Image type Angle # Images Percentage
Ir 0◦ 28 24.34%

I+r +10◦ 5 4.347%

I++
r +20◦ 7 6.086%

I+++
r +30◦ 5 4.347%

I++++
r +40◦ 3 2.608%

I−r −10◦ 52 45.217%

I−−
r −20◦ 8 6.956%

I−−−
r −30◦ 4 3.478%

I−−−−
r −40◦ 3 2.608%
Total − 115 100%

algorithm instructs the robot to make, on average, from 0.76 to 1.17 move-
ments, a fact that denotes that the time required for active recognition (time
for the computations as well as the time for the robot to move) is relatively
low and can be further lowered if only 2 steps are allowed.

Table 4 Active Face Recognition Statistics: average number of steps.

Method HPID [38] QMUL [39] SD [40]
Proposed (Active) 2 steps 0.82 0.6689 1.14
Proposed (Active) 4 steps 0.89 0.7623 1.17

In addition, Table 5 presents statistics regarding the moves that the algo-
rithm (equivalently the robot in a real situation) performs and whether these
lead towards a frontal view, i.e., 0◦ in pan (which is something that might be
expected since the recognised is trained on near frontal images) or away from
such a view. The statistics for the HPID, show that in most cases (59.6%) the
algorithm moves the robot towards a frontal view. However, in another 20.6%
of the cases the robot moves away from the frontal position, which indicates
that either the estimate for the view angle of the input (query) image provided
by the view synthesis algorithm is rather inaccurate or that the generated syn-
thetic views are in some cases of poor quality, causing the algorithm to err
with respect to the direction it shall move the robot. A similar behavior can
be observed in the SD dataset, whereas in QMUL in the majority of cases
49.35% the algorithm decides to stay in the initial position whereas it moves
away from the frontal direction in 45.73% of the cases (Table 5). Despite these
issues, the algorithm manages to achieve good results in most cases.

Table 5 Active Face Recognition Statistics: move type (4 steps)

Move Type HPID [38] QMUL [39] SD [40]
towards frontal 447(59.67%) 57(4.9%) 67(58.26%)

stay 117(15.62%) 573(49.35%) 28(24.34%)
away from frontal 155(20.69%) 531(45.73%) 20(17.39%)

total 749 1161 115



Springer Nature 2021 LATEX template

16 Using Synthesized Facial Views for Active Face Recognition

4.5 Simulation Results

In order to provide simulation-based evidence that the proposed active vision
method is indeed effective, we created a simple simulation environment using
the open source and widely used Webots [41],[42] robotic simulator. The envi-
ronment implements a face recognition scenario that involves a TIAGo mobile
manipulator robot1 and its RGB camera. The TIAGo model2 provided with
the simulator moves in a circle around a static human model and performs
face recognition using the proposed active method (2 steps approach). The
method involves the same face detector and recogniser used in the experiments
performed on the three datasets. The Database split G of the face recogniser
contains facial images from 10 subjects with pan [0◦,±15◦] and tilt 0◦ . In the
implemented scenario, the robot is placed (initialized) at a random location
approximately 2m away form the subject and performs active recognition on
the face detected in the frames of its camera.

Fig. 6 A simulation inWebots where a TIAGo mobile robot performs active face recognition
on person 06 starting from two different initial robot positions (top row) and reaching its
final position (respective image at the bottom row). The sub-image at the upper-left corner
depicts the robot camera view along with the face detection bounding box, person label and
recognition confidence.

1https://pal-robotics.com/robots/tiago/
2https://cyberbotics.com/doc/guide/tiago-steel
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Fig. 7 Additional simulation examples involving persons 09 (left) and 04 (right). Top row:
initial robot positions. Bottom row: final robot position. Notice that in the case of person
04 the robot recognizes a different one (person 09) in its initial position, however this is
corrected in its final position.

As illustrated in Figures 6 and 7 the robot moves towards more frontal
views, increasing the recognition confidence and, in one case (Figure 7 right),
changes its decision regarding the person’s identity, towards the correct one.

5 Discussion and Conclusions

An active face recognition approach that utilizes facial views produced by
facial image synthesis was presented in this paper. The camera-equipped robot
that performs the recognition selects the best among a number of candidate
physical movements around the person of interest by simulating their results
through view synthesis. Experimental results show that the proposed method
is superior to both its static version and face recognition that involves syn-
thetically generated images. Moreover, it achieves significantly better results
than the method in [7].

It shall be noted that certain assumptions were adopted in this paper and,
furthermore, a number of issues were not fully addressed. First of all, the
actual control of the robot in order to move in θ◦ increments around the
person is not dealt with, being outside the scope of the paper. However, a
rough estimate of the person position with respect to the robot would suffice
to enable robot control. Also, it was assumed that the person being recognized
remains relatively static during the recognition process, which can be a fair
assumption if this process is brief or in situations when the person is siting
or lying on a bed. In case the person moves during this process, this shall be
taken into account by the algorithm.

Moreover, it was assumed that there are no obstacles in the robot path. If
this is not the case, these obstacles shall be detected (e.g. by a depth sensors)
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and taken into account when planning the next move. Furthermore, obstacles
in the space between the robot and the person might occlude the person for
certain robot-person relative positions. However, since the algorithm decides
on the person’s identity based on the acquired image where the recognizer
obtained the largest recognition confidence, it is rather safe to assume that, in
most such cases, the algorithm might not face serious problems, even if it has
instructed the robot to move in positions where occlusions occur.

Regarding algorithm performance, as mentioned in the previous section,
there is a significant number of cases where the algorithm instructs the robot
to move in a direction that is not towards a more frontal view. This might
be attributed to errors of the view angle estimation and view synthesis algo-
rithms. Using a better algorithm of this type might possibly lead to even bigger
improvements with respect to the static approach. Another useful observation
is that, giving the robot the freedom to move for additional steps (4 instead
of 2) does, in two of the three datasets, significantly improve the recognition
accuracy.

In the future, we plan to evaluate the proposed algorithm in larger
datasets and extend the Webots simulation in order to investigate some of
the issues mentioned above (occlusions, objects that hinder robot motion etc).
Comparison of our approach to additional methods is also planned.
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Abstract—Active vision exploits the ability of robots to interact
with their environment, towards increasing the quantity / quality
of information obtained through their sensors and, therefore,
improving their performance in perception tasks. Active face
recognition is largely understudied in recent literature. In this
paper, we propose an active approach that utilizes facial views
produced by facial image rendering. The robot that performs
face recognition selects the best candidate rotation around the
person of interest by simulating the results of such movements
through view synthesis. This is achieved by passing to the robot’s
face recognizer a real world facial image acquired in the current
position, generating synthesized views that differ by ±θ◦ from
the current view. Then, it decides, on the basis of the confidence
of the recognizer, whether to stay in place or move to the position
that corresponds to one of the two synthesized views, so as
to to acquire a new real image. Experimental results in two
datasets verify the superior performance of the proposed method
compared to the respective static approach and an approach
based on the same face recognizer that involves face frontalization
with synthesized views.

Index Terms—active vision, active face recognition, synthesized
facial views, photorealistic facial synthesis

I. INTRODUCTION

Recently the robotics and computer vision communities
have started researching more thoroughly the field of active
vision / perception and exploration [1]. Active perception
methods try to obtain more, or better quality, information
from the environment by actively choosing from where, when
and how to observe it using a camera (or other sensors),
in order to accomplish more effectively tasks such as 3D
reconstruction [2], [3], [4], [5], [6] or object recognition [7],
[8]. This could be achieved, for example, by moving a camera-
equipped mobile robot, e.g. a wheeled robot or a UAV, in
positions which provide different, hopefully better, views of
the object of interest. Although active 3D object reconstruction
has attracted considerable interest, mainly towards tackling the
”next-best-view” problem (choosing the next viewing position
so as to obtain a detailed and complete 3D object model),
active approaches for recognition tasks, particularly for face
recognition, are much less frequent in the literature. Deep
Learning dominates face recognition research due to its su-
perior performance. However the vast majority of recognition
approaches adopt a static approach i.e., an approach that is
based on an image acquired from a certain viewpoint, even in
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setups where an active approach could have been used. Indeed,
face recognition can be combined with an active approach
for directing the movement of a robot towards capturing the
face from more informative views and thus obtain more robust
results, at the expense of energy consumption and additional
decision time. Synthesized views of faces, whose images were
captured through a camera, can be used for robot movement
guidance in an active face recognition setup. Instead of having
the robot move in a physical way for capturing a novel view,
one can use a synthesized view as an aid towards choosing a
new viewpoint and improving recognition.

In this paper, we propose an active face recognition ap-
proach that utilizes facial views synthesized by photorealistic
facial image rendering. Essentially, the camera-equipped robot
that performs the recognition selects the best among a number
of candidate physical movements (rotations) around the face
of interest by simulating their results through view synthesis.
In other words, once the robot (that is at a certain location
with respect to the subject) acquires an image, it provides the
face recognizer with this image as well as with synthesized
views that differ by ±θ◦ from the current view. Subsequently,
it either stays in the current position or moves to the position
that corresponds to one of the two synthesized views. The
respective decision is based on the confidence of the three
recognitions (on the real and the two synthesized views).
In the case of a ”move” decision, it proceeds to acquire a
”real” image from its new location. The procedure repeats in
the same manner, for this location, for one or more steps.
Using synthesized facial views facilitates the decision-making
procedure by providing estimates of what is to be expected
in a new robot position. The proposed method involves a face
recognizer that is trained to recognize frontal or nearly frontal
faces, a fact that facilitates its real-world application. Despite
this, it can recognize successfully input facial images obtained
from an arbitrary view point, since it utilizes the ability of a
robot to move in order to capture more informative views of
the subject. This gives it advantage over static approaches.
Indeed, although (static) face recognition is a very mature
technology, such approaches can operate successfully only if
they have been trained to recognize the subject from view
angles similar to the one of the input image. This requires that
such methods are trained with images captured from a large
number of view angles. In contrast, the proposed approach
needs to ”know” only frontal or nearly frontal views.

The contributions of the paper can be summarized as
follows: a) to our knowledge this is one of a very few (2-



3) works that deal with active face recognition; b) as far as
we are aware, this is the first time facial image synthesis is
utilized in an active face recognition setup; c) the method
requires no training and the involved face recogniser needs
to ”know” only frontal images of the subjects, and d) the
presented results show that the proposed approach performs
better than the respective static approach and an approach that
involves face frontalization.

II. RELATED WORK
Despite the fact that active object recognition has attracted

considerable interest in the computer vision and robotics com-
munities, active face recognition has been scarcely studied.
Such a simple method is described in [7] and comprises of
a neural network-based face recognizer along with a decision
making controller that decides for the viewpoint changes. The
authors in [8] propose a deep learning-based active perception
method for embedding-based face recognition and examine
its behavior on a real multi-view face image dataset. The
proposed approach can simultaneously extract discriminative
embeddings, as well as predict the action that the robot must
take (stay in place, move left or right by a certain amount,
on a circle centered at the person) in order to get a more
discriminative view.

A significant number of techniques for synthesizing facial
images in novel views appeared in the last years since such
images can have a number of applications, e.g., in improving
face recognition accuracy. For example, since profile faces
usually provide inferior recognition results compared to frontal
faces, generative adversarial networks (GANs) based methods
for the frontalization of profile facial images [9] or generation
of other facial views [10] have been proposed for improving
face recognition results. A method for the generation of frontal
views from any input view that utilizes a novel generative
adversarial architecture (ASN) is described in [11]. Towards
improving single-sample face recognition by both generating
additional samples and eliminating the influence of external
factors (illumination, pose), [12] presents an end-to-end net-
work for the estimation of intrinsic properties of a facial image.
In [13], a facial image rendering technique is used both in
the training and testing stages of a face recognition approach.
A method that produces photorealistic facial image views is
described in [14]. The basic idea of this approach is that
rotating faces in the 3D space and re-rendering them to the 2D
plane can serve as a strong self-supervision. A 3D head model
(obtained by utilizing the 3D-fitting network 3DDFA [15]
accompanied by the projected facial texture of a single view, is
being rotated and multi-view images of the face are rendered
using the Neural 3D Differential Renderer [16] along with
2D-to-3D style transfer and image-to-image translation with
GANs to fill in invisible parts. This last state-of-the-art method
was selected due to its robustness and photorealistic quality
for the generation of the synthetic facial images required by
the method proposed in this paper.

Although facial view synthesis can improve face recognition
performance, active perception methods can be expected to
provide better results, in cases where acquisition of additional

real world facial views is possible due to the existence of e.g.
a wheeled robot.

III. PROPOSED ALGORITHM

A. Face Recognition

Let us denote as database subset G a set of training facial
images for the persons that shall be recognized. Similarly, the
facial images to feed the face recognizer are included in the
query (test) set T . The face recognition library face.evoLVe
[17] which contains many state of the art deep face recognition
models, is used. More specifically, an implementation of a
certain face recognition approach of face.evoLVe from the
OpenDR Toolkit1 [18] was used. IR-50 (50 layers) [19] trained
on MS-CELEB-1M using an ArcFace [20] loss head was used
as the 512-dimensional feature extraction backbone. For the
database subset G, face detection, facial landmark extraction
and face alignment was based on the face.evoLVe module that
is based on MTCNN [21], whereas for the query images
in T , these processing steps were based on RetinaFace [22].
Face recognition is performed by a nearest-neighbor classifier
that uses Euclidean distance in the 512-dimensional feature
space to find the database facial image that best matches the
query image. Face recognition confidence FRC ∈ [0, 1], is
also evaluated based on the distance between the input query
image and the nearest image in the database G. The FRC is
given by the following formula:

FRC = 1− distance

max distance
(1)

where distance is the Euclidean distance of query facial
image from the nearest neighbor image in the database G and
max distance is the maximum such distance.

B. Active Face Recognition Through Synthesized Views

The proposed active face recognition algorithm uses the face
recognition confidence FRC and facial images synthesized for
view angles around the current robot view, in order to select
the next robot movement, towards performing a successful
recognition. Starting from an initial position, the robot can
take one of the following three decisions: stay at the current
position, move by θ◦ to the right or move by θ◦ to the left, on
a circle centered at the person that is to be recognized, in order
to acquire a new image. Depending on the achieved recogni-
tion confidence, an additional movement, towards the same
direction as the first one, might be decided. More specifically,
given a facial query image Ir (subscript r stands for real),
captured by the robot camera at the robot starting position, the
face synthesis algorithm [14] is utilized to estimate the view
angle and then render/generate facial views in 2 different view
angles i.e. −15◦ and +15◦ in pan with respect to the pan of Ir
(and the same tilt as Ir). These two images are denoted by I−s
and I+s respectively (subscript s stands for synthetic). Then,
the face recognizer is fed with these three images Ir, I−s ,
I+s (one real, two synthetic ones). Depending on the image
that obtained the biggest face recognition confidence FRC,
the robot stays in its current position (if FRC was maximum

1OpenDR Toolkit: https://github.com/opendr-eu/opendr



in Ir) or physically moves −15◦ (or +15◦) (if FRC was
maximum in I−s (or I+s )) and acquires through its camera a
new real image I−r (or I+r ). If a ”stay” decision was taken, the
algorithm outputs the ID of the person it recognized in Ir and
terminates. If the robot moved, face recognition is performed
again in I−r (or I+r ) and the obtained FRC is compared to an
experimentally evaluated threshold t. In case a high enough
confidence was observed, the algorithm outputs the ID of the
person it recognized in I−r (or I+r ) and terminates. If not, it
tries yet another 15◦ step (movement) in pan, in the same
direction as the first step. In more detail, in this second step,
it generates/synthesizes a facial view −15◦ (or +15◦) in pan
from the current pan value (and the same tilt), denoted as
I−−
s (or I++

s ), and evaluates (by calling the face recogniser)
FRC on this synthetic image. If FRC(I−r ) > FRC(I−−

s ) (or
FRC(I+r ) > FRC(I++

s )) the algorithm decides that the robot
shall stay in its current position, outputs the ID of the person
it recognized in I−r (or I+r ) and terminates. Otherwise, the
robot physically moves −15◦ (+15◦) from its current position,
acquires a new image I−−

r (I++
r ) and the algorithm outputs

the ID of the person it recognized in this image.
The performance of the proposed procedure obviously de-

pends on whether the synthesis algorithm [14] estimates with
sufficient accuracy the view angle of the query image Ir and
also on whether the synthesized views are of good quality. In
order to limit the possibly negative effect of these factors on
the performance of the algorithm (e.g. by leading it to move
towards the wrong direction), the algorithm does not actually
take a decision based on the last real image it has visited but
does so based on the real image where it has obtained the
maximum FRC value. In more detail, if the algorithm took
one step of −15◦, it takes a decision using the real image I
given by: I = argmax

x∈{I−
r ,Ir}

(FRC(x)) (2)

or the equivalent expression that involves I+r , Ir, if a step of
+15◦ has been taken. Similarly, if two steps of −15◦ each
have been performed, the algorithm decides on the person ID
using the real image I given by:

I = argmax
x∈{I−−

r ,I−
r ,Ir}

(FRC(x)) (3)

or the equivalent expression that involves I++
r , I+r , Ir, if two

steps, of +15◦ each, have been taken. The pseudocode is
presented in algorithm 1.

It should be noted that the actual recognition is always
performed on a real image, i.e., an image captured by the
robot camera. The synthesized views are only used to aid the
robot in deciding whether to move in a new position (and
acquire a new image there) or stay in the current position.
The rationale behind the proposed approach is that in case
the initial robot position is far from a frontal or nearly
frontal one, the algorithm will hopefully direct it to move
towards a position which is closer to a frontal one. Obviously,
the procedure can be generalized to include additional steps
(movements), i.e., more than the two movements it currently
has. It can also work, in the same way, for tilt.

Algorithm 1 Active Face Recognition Algorithm (2 steps) on
Pseudocode
Input:Ir, threshold, θ◦

Result:PersonID(Ir)

1: α = Estimate V iew Angle(Ir)
2: I−s = Render(α− θ◦, Ir)
3: I+s = Render(α+ θ◦, Ir)
4: I = argmax(FRC(x))

x∈{Ir,I−
s ,I+

s }
5: if I = Ir then
6: IID = Ir
7: go to 28
8: else
9: if I = I+s then

10: θincr = +θ◦

11: else
12: θincr = −θ◦
13:
14: I1stepr = Move and Capture(α+ θincr)
15: if FRC(I1stepr ) > threshold then
16: IID = argmax(FRC(x))

x∈{Ir,I1step
r }

17: go to 28
18: else
19: I2steps =Render(α+ 2 ∗ θincr, I1stepr )
20: if FRC(I2steps ) < FRC(I1stepr ) then
21: IID = argmax(FRC(x))

x∈{Ir,I1step
r }

22: go to 28
23: else
24: I2stepr = Move and Capture(α+ 2 ∗ θincr)
25: IID = argmax(FRC(x))

x∈{Ir,I1step
r ,I2step

r }
26: go to 28
27:
28: PersonID(Ir) = Recognize(IID)

IV. EXPERIMENTAL EVALUATION

For the evaluation of the proposed active approach exper-
iments were conducted using the HPID dataset [23] and the
Queen Mary University of London Multi-view Face Dataset
(QMUL) [24]. In the two datasets, images of all subjects were
divided into two non-overlapping subsets: a database subset
G (images that the face recognizer uses to decide the ID of
the query image through the nearest neighbor classifier) and
a query (test) subset T (which includes the images captured
by the robot camera in its initial position). Obviously G and
T contained images from different pan ranges. This setup was
adopted in order to simulate active recognition where the robot
is moving only in the pan direction. Concise descriptions of
the two datasets are provided below.
A. Datasets

The HPID dataset [23] is a head pose image dataset
that consists of 2790 face images of 15 subjects captured
by varying the pan and tilt from −90◦ to +90◦, in incre-
ments of θ = 15◦. Two sets of images were captured for



(a) (b) (c)
Fig. 1. (a) Samples from database set G, (b) Samples from test (query) set T , (c) Synthetic images utilised by the algorithm. All images are from the HPID
dataset.

each person (93 images in each set). The database subset
G (Figure 1.a) contains facial images with tilt in angles
[−30◦,−15◦, 0◦,+15◦,+30◦] and pans [−15◦, 0◦], i.e., only
nearly frontal images. The query subset T (Figure 1.b)
contains face images with tilts [−30◦,−15◦, 0◦,+15◦,+30◦]
and pans [−90◦,−75◦,−60◦,−45◦,−30◦]. The selection of
the range [−90◦... − 30◦] in pan, instead of the full (i.e.,
[−90◦...−30◦] and [+30◦...+90◦]) semi-circle, in this and the
QMUL dataset, was just for simplicity. Similar results were
obtained when the experiments involved the entire semi-circle.

Queen Mary University of London Multi-view Face Dataset
(QMUL) [24] consists of automatically aligned, cropped and
normalised face images of 48 persons. Images of 37 persons
are in greyscale (100x100 pixels) whereas those of the re-
maining 11 persons are in colour and of dimensions 56x56
pixels. For each person 133 facial images exist, populating a
viewsphere of −90◦...+ 90◦ in pan and −30◦...+ 30◦ in tilt
in θ = 10◦ increments. For the Database split G, images with
pan in angles [−10◦, 0◦] and tilt in the range [−30◦, ...,+30◦]
were used. The Query split T includes images with pan in
angles [−90◦, ...,−20◦] and tilt in the range [−30◦, ...,+30◦].

B. Experimental Results
The results (in terms of recognition accuracy) are presented

in Table I. The line marked ”Static” presents the result of the
static equivalent of our approach, in which only the initial
query facial image is used by the same recogniser involved
in the active approach. As can be seen, the proposed active
method, implemented to perform up to 4 steps (line ”Proposed
(Active) (4 steps)”) outperforms its static counterpart, increas-
ing the recognition accuracy by 15.61% and 12.97% (absolute
increase) in HPID and QMUL datasets, respectively.

The proposed approach was also compared to the frontal-
ization approach that is often used in face recognition when
the recognizer is trained only on frontal views. In this case,
the facial view synthesis algorithm [14] is used in order to
generate a frontal (0◦ in pan) view from the input (query)
image. This image is then provided to the recognizer. The
results (line ”Frontalization (synthetic frontal views)”) show
that although frontalization achieves improved performance
with respect to the static approach, it is clearly superseded
by the proposed active approach.

Statistics regarding the steps taken by the proposed approach
were also evaluated and are presented in Table II for HPID
dataset. These statistics show that in 26.48% of the cases the

TABLE I
FACE RECOGNITION ACCURACY RESULTS AND COMPARISON WITH THE

STATIC APPROACH AND OTHER VARIANTS
Method HPID [23] QMUL [24]

Static (non-active, only queries) 72.49 % 69.88%
Proposed (Active) (4 steps) 88.10% 82.85%

Frontalization (synthetic frontal views) 80.75% 75.95%

TABLE II
ACTIVE FACE RECOGNITION STATISTICS (4 STEPS, HPID DATASET):

STEPS PERFORMED BY THE ALGORITHM.
Image type Angle # Images Percentage

Ir 0◦ 397 26.48%

I+r +15◦ 368 24.54%

I++
r +30◦ 84 5.603%

I+++
r +45◦ 0 0%

I++++
r +60◦ 1 0.066%

I−r -15◦ 515 34.35%

I−−
r -30◦ 121 8.07%

I−−−
r -45◦ 9 0.600%

I−−−−
r -60◦ 5 0.333%
Total − 1500 100%

robot decided to stay in its initial position whereas in the
remaining 73.64% it moved by ±15◦, ..,±60◦ (one to four
steps). It shall be noted however that the decision on the ID
of the depicted person is not necessarily obtained from the last
position the robot has visited, due to the fact that the image
with the maximum recognition confidence (FRC) is used for
this purpose (equations (2) and (3)).

The average number of movements that the algorithm
instructs the robot to perform can be easily evaluated from
statistics such as the ones presented in Table II. Based on
these calculations, the algorithm instructs the robot to make, on
average, 0.76 (HPID) or 0.89 (QMUL) movements, a fact that
signifies that the time required for active recognition (time for
the computations as well as the time for the robot to move) is
relatively low. Note that in case the robot decides to performs
no movement (stay decision) the number of movements is
obviously zero.

V. DISCUSSION AND CONCLUSIONS

An active approach for face recognition that utilizes facial
views produced by facial image synthesis was presented in
this paper. The robot that performs the recognition selects the
best among a number of candidate physical movements around
the person of interest by simulating their results through view
synthesis. Experimental evaluation showed that the method
supersedes both its static version and face recognition that
involves frontalization through synthesis of frontal images.

It must be stressed that certain assumptions were adopted
in this paper, whereas a number of issues were not fully
addressed. First, the actual control of the robot so as to move in



θ◦ increments on a circle around the person was not dealt with,
since it falls outside the scope of the paper. However, a rough
estimate of the person position with respect to the robot would
suffice to enable robot control. Also, it was assumed that the
person being recognized remains relatively static during the
recognition process, which can be an acceptable assumption
if the process is brief. However, if the person moves, this shall
be taken into account by the algorithm. It shall be also noted
that the (mild) requirement for a static face is indeed satisfied
in certain cases that include sitting or lying persons, as in
a healthcare environment, or an elderly care establishment,
where a service robot operates in order to aid the inhabitants.

In addition, it was assumed that there are no obstacles in
the robot’s path. If this is not the case, these obstacles shall
be detected (by e.g. depth sensors) and taken into account.
Furthermore, obstacles in the space between the robot and the
person might occlude the person for certain robot positions.
However, since the algorithm decides on the person’s identity
based on the acquired image where the recognizer obtained
the largest recognition confidence, it is rather safe to assume
that, in most such cases, the algorithm might not face serious
problems, even if it has instructed the robot to move in
positions where occlusions occur.

One could also consider, instead of using the synthesized
views as proposed in this paper, to estimate the view angle
of the robot camera with respect to the person and instruct it
to move directly (namely, without intermediate steps) to the
position that would allow it to capture a frontal view (0◦ in
pan). However, there are certain issues that make this approach
difficult in practice. Indeed, we observed in the experiments
that view angle estimates (i.e., those provided by the view
synthesis algorithm used) although accurate enough for the
purposes of view synthesis, are quite far from the ground truth
values, thus rendering this approach problematic. Experiments,
which are omitted due to lack of space, verified that such an
approach indeed leads to inferior results.

Future plans include evaluation of the algorithm in addi-
tional datasets and creation of a realistic simulation so as to
investigate some of the issues mentioned above (occlusions,
actual robot control, objects that hinder robot motion etc). Em-
ploying a more sophisticated face recognizer and comparing
it to additional methods, are also planned.
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8.2 Neural Attention-Driven Non-Maximum Suppression for Person De-
tection

The appended paper [58] follows.
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Abstract—Non-maximum suppression (NMS) is a post-
processing step in almost every visual object detector. NMS aims
to prune the number of overlapping detected candidate regions-
of-interest (RoIs) on an image, in order to assign a single and
spatially accurate detection to each object. The default NMS
algorithm (GreedyNMS) is fairly simple and suffers from severe
drawbacks, due to its need for manual tuning. A typical case of
failure with high application relevance is pedestrian/person de-
tection in the presence of occlusions, where GreedyNMS doesn’t
provide accurate results. This paper proposes an efficient deep
neural architecture for NMS in the person detection scenario,
by capturing relations of neighboring RoIs and aiming to ideally
assign precisely one detection per person. The presented Seq2Seq-
NMS architecture assumes a sequence-to-sequence formulation
of the NMS problem, exploits the Multihead Scale-Dot Product
Attention mechanism and jointly processes both geometric and
visual properties of the input candidate RoIs. Thorough experi-
mental evaluation on three public person detection datasets shows
favourable results against competing methods, with acceptable
inference runtime requirements.

Index Terms—Non-Maximum Suppression, Object Detection,
Scaled-Dot Product Attention, Sequence-to-Sequence Learning,
Person Detection, Deep Neural Networks

I. INTRODUCTION

Non-Maximum Suppression (NMS) is a final refinement
step incorporated to almost every visual object detection
framework, assigned the duty of merging/filtering any spatially
overlapping detected Regions-of-Interest (RoIs), i.e., bounding
boxes, which correspond to the same visible object on an
image. The problem it attempts to solve arises from the
tendency of many detectors to output multiple, neighbouring
candidate object RoIs for a single visible object, due to
their implicit sliding-window nature. Thus, an NMS algorithm
processes the raw object detector outputs identified on an input
image and attempts to filter out the duplicate RoIs.

The de facto dominant NMS method for object detection
is GreedyNMS. It selects high-scoring detections and deletes
less confident neighbours, since they most likely cover the
same object. Its simplicity, speed and unexpectedly good
behaviour in most cases make it competitive against proposed
alternatives, since rapid execution is very important for NMS.
An Intersection-over-Union (IoU) threshold determines which
less-confident neighbors are suppressed by a detection. This
fixed IoU threshold leads GreedyNMS to failure in certain
cases. Too powerful a suppression, using a low threshold, may

The source code is publicly available at: https://github.com/opendr-eu/
opendr/tree/master/src/opendr/perception/object detection 2d/nms/seq2seq
nms.

remove detections that cover different spatially overlapped
objects, while a too high threshold may be unable to suppress
duplicate detections.

Due to these limitations of traditional algorithms, modern
Deep Neural Network (DNN)-based methods for performing
NMS have emerged during the past few years. While some
DNNs are assigned with auxiliary tasks complementing the
original NMS scheme (e.g., estimate target density maps in
order to apply dynamic suppression thresholding [1]), others
provide a more straightforward solution (e.g., outputting a
score for each candidate detection, thus indicating whether
it corresponds to a “duplicate” detection or not [2]). The latter
type of methods relies on building representations for each
candidate detection, typically based on their corresponding
geometric/spatial relations [2], while ignoring RoI visual ap-
pearance. This is either because CNN-based features can blur
the boundaries between highly overlapping true positives and
duplicates, or due to the difficulties DNNs are faced with when
trying to extract accurate representations for highly occluded
objects. However, evidence has recently surfaced indicating
that appearance-based input may improve the performance
of DNN-based NMS methods [3] [4], if that information is
properly fused with the geometry-based input.

An additional issue stems from the fact that the NMS
problem for object detection purposes is essentially sequential
in nature. The output RoIs are sequentially processed by
the common object detection evaluation protocols [5] [6],
ordered according to the scalar confidence scores assigned
to them by the NMS method. Similarly, the input candidate
RoIs, i.e., the raw output of the object detector which is
fed as input to the NMS algorithm, must also be ordered
according to the initial confidence scores assigned to them
by the detector. Thus, essentially, an NMS method actually
decides whether a candidate RoI is duplicate, or not, based on
the decisions it has previously taken for the preceding, higher-
scoring candidate RoIs along the input sequence. However,
to the best of our knowledge, NMS has not been previously
explicitly formulated as a problem of processing sequences,
thus related algorithms have not been applied to solving it.

Motivated by such issues of existing neural NMS ap-
proaches, this paper offers the following contributions:

• a novel reformulation of the NMS task for object detec-
tion as a sequence-to-sequence problem.

• a novel deep neural architecture for NMS, relying on
the Scaled Dot-Product Attention mechanism, called
Seq2Seq-NMS.



• a new, fast, efficient and GPU-based neural implementa-
tion of the low-level Frame Moments Descriptor (FMoD)
[7], which is employed for feeding the proposed DNN
with appearance-based representations of detected candi-
date RoIs.

The proposed method is highly applicable to the per-
son/pedestrian detection task, where most NMS algorithms
face difficulties in identifying individuals in the presence of
occlusions. The majority of existing NMS methods target
fast execution, but person detection requires a high degree
of accuracy; this is critical for ensuring human safety in
domains such as autonomous systems [8] [9] [10] [11] [12]
[13]. Moreover, the visual appearance representation approach
adopted by Seq2Seq-NMS, i.e., FMoD descriptors computed
on edge maps of cropped candidate RoIs, is most accurate
in cases where the visible silhouette of the target object
class remains approximately identical in shape across the
training and test images. This is true in the person detection
case, bar abnormally extensive viewpoint variations across the
employed dataset. Adopting FMoD, which has already proven
its worth in NMS for person detection from aerial viewpoints
[3], renders the applicability of the proposed method focused
to similar scenarios.

Extensive quantitative evaluation using well-known
metrics and public person detection datasets indicates
favourable results in comparison to several competing NMS
methods, both neural and non-neural, leading to state-of-
the-art results. The source code is publicly available at:
https://github.com/opendr-eu/opendr/tree/master/src/opendr/
perception/object detection 2d/nms/seq2seq nms.

II. RELATED WORK

NMS is the final step of typical object detection pipelines,
thus this Section first briefly reviews state-of-the-art detectors.
Subsequently, NMS algorithms and related loss functions are
presented. Finally, the motivation behind the proposed method
is discussed in the context of the existing approaches to NMS.

A. Object Detection

Object detection is a long-standing, fundamental problem in
computer vision. Its task is to generate bounding boxes (in 2D
pixel coordinates) for objects detected on an image that belong
to prespecified object classes and to assign classification
scores to them. Most of the early object detection algorithms
[14] [15] relied mainly on local handcrafted descriptors and
discriminative classifiers. The Deformable Part-based Model
(DPM) [16] is a special case, where an object is represented by
its component parts arranged in a deformable configuration. In
[17], the authors designed a joint person detector, based on the
DPM architecture, which overcomes the limitations imposed
by frequent occlusions in real-world street scenes.

Object detection has been tremendously improved thanks
to Deep Neural Networks (DNNs), with Convolutional Neu-
ral Networks (CNNs) being the most relevant architectures.
DNN-based object detectors are usually grouped into two
categories: two-stage and one-stage object detectors. Typically,

the former ones (e.g., [18]) first create object proposals from
input images, using a method such as selective search or a
separate DNN, and then extract features from these proposals
using CNNs. These features are then fed to a classifier that
determines the existence and the class of any object in each
proposal. Although two-stage detectors achieve state-of-the-art
performance, their running speed is typically slow. One-stage
object detectors, such as [19] [20] and [21] perform region
proposal and object classification in a single, unified DNN.
Initial regions are predefined bounding boxes with various
scales and ratios placed densely on the image, which are
generally referenced as anchors. From the initial anchors, the
detectors find those that likely contain objects. Compared to
two-stage detectors, their one-stage competitors are usually
much faster, but less accurate.

B. Non-Maximum Suppression

The de facto standard in NMS for object detection is Gree-
dyNMS [22]. It selects high-scoring detections and deletes
less confident neighbours, since they most likely cover the
same object. An Intersection-over-Union (IOU) threshold de-
termines which less-confident neighboring detections are sup-
pressed. It is a simple, well-known, but limited method, lead-
ing to several attempts for replacing it with much improved
alternatives.

In Soft-NMS [23], a rescoring function decreases the score
of neighboring less-confident detections, instead of completely
eliminating them, achieving better precision and recall rates
compared to GreedyNMS. The authors experiment with Gaus-
sian and linear weighting functions, which both require a
hyper-parameter tuning similar to GreedyNMS. In [24], the
final coordinates of a detection are being reformulated as
the weighted-average of the coordinates of all neighboring
detections, given an IoU threshold. GossipNet [2] is a DNN
designed to perform NMS, by processing the coordinates
and scores of the detections. Overall, it jointly analyzes all
detections in the image, so as not to directly prune them,
but to rescore them. In [25], the authors replace the classi-
fication scores of candidate detections, used in GreedyNMS,
with learned localization confidences to guide NMS towards
preserving more accurately localized bounding boxes. In [4],
an attention module is applied with the task to exploit relations
between the input detections, in order to classify them as
duplicate or not. [1] proposes Adaptive-NMS, a dynamic
thresholding version of GreedyNMS. A relatively shallow
neural network predicts a density map and sets adaptive
IoU thresholds in NMS for different detections according to
the predicted density. An accelerated NMS method has been
proposed in [26], allowing higher inference times in exchange
for a small performance drop, due to the large number of boxes
that are likely to be over-suppressed.

GossipNet was modified in [3], for the specific case of per-
son detection from aerial views, so as to jointly process visual
appearance and geometric properties of candidate RoIs. The
method exploited handcrafted descriptors encoding statistical
RoI appearance characteristics, which were computed on the



(a) Raw RoIs/detections. (b) RoIs/detections after applying
GreedyNMS at 0.5 IOU.

(c) RoIs/detections after applying the
proposed Seq2Seq-NMS method.

Fig. 1: Candidate RoIs/detections from Faster-RCNN in an image from the COCO dataset. Detections matched successfully
to humans are colored green, while “incorrect” detections are colored red.

spatial distribution of edges detected within each RoI. These
distributions acted as a discriminant factor for identifying
complete vs partial object silhouettes, since the silhouette of
any person seen from an aerial view is rather similar in shape.

More recently, [27] proposed Distance-IoU (DIoU), a new
metric which can replace the typical IoU metric in Gree-
dyNMS. This work suggested that the suppression proce-
dure should take into account not only the overlap of two
neighboring detections, but also the distances between their
centers. Alternatively, Cluster-NMS was proposed in [28], i.e.,
a technique where NMS is performed by implicitly clustering
candidate detections. Cluster-NMS can incorporate geometric
factors to improve both precision and recall rates and can effi-
ciently run on a GPU, achieving very fast inference runtimes.

C. Loss Functions for Bounding Box Regression

In DNN-based methods for visual object detection, predic-
tion of spatially accurate RoIs/bounding boxes is enforced by
an additional loss term during model training. The regressed
RoI parameters are position, shape and scale, in terms of
2D pixel coordinates. These parameters are predicted either
directly, or as offsets relative to “anchor boxes”, in the case of
anchor-based detectors. It is common to use the Ln-norm for
calculating the corresponding loss term (e.g., [18] [19] [20]).
However, [29] indicates that the correlation between training
with such Ln-norm loss terms and improving test accuracy,
as measured by the Intersection-over-Union (IoU) metric, is
not strong at all. On the other hand, directly incorporating
the IoU metric in a loss function would implicitly force the
detector itself to also perform a rudimentary degree of NMS,
but this is unsuitable for cases where two bounding boxes
are non-overlapping, due to their zero loss gradient. Thus,
[29] proposes the Generalized-IoU (GIoU) loss term, which
handles similar scenarios but suffers from slow convergence
and inaccurate regression. Thus, in [27], a loss term relying
on the DIoU metric was formulated, by adding to the IoU
loss a penalty based on the 2D center point coordinates of
two bounding boxes. This was shown to converge faster than
GIoU. [27] also proposed the Complete-IoU (CIoU) loss, an
extension of DIoU with an additional term which can be tuned
so as to impose aspect ratio consistency between two bounding
boxes, thus leading to further increases in test accuracy.

D. Limitations of Existing Methods

State-of-the-art object detectors continue to require NMS as
a final step [21], even when they use sophisticated loss func-
tions for bounding box regression during training. A typical
scenario showcasing the indispensability of a reliable NMS
method is when object detection is performed on images with
high levels of occlusions [1] [30]; ironically, this constitutes a
challenge even to state-of-the-art NMS algorithms.

Although the geometric properties of candidate RoIs have
been considerably exploited by various NMS approaches [2]
[27] [28] [26], only a couple of methods [1] [4] [3] have
attempted to take advantage of both visual appearance and
geometric/spatial RoI information. Therefore, joint exploita-
tion of appearance and geometry for NMS in object detection
is underexplored. In addition, despite a vast amount of effort
expended towards achieving short inference times [26] [27],
since fast execution is an important aspect of NMS, one can
easily identify real-world scenarios where a potential improve-
ment in accuracy may equally matter (e.g., pedestrian/person
detection in human safety-centric applications).

Despite the sequential nature of the NMS task in object
detection, since at least the input candidate RoIs are always
ordered according to their confidence score, no previous
method has relied on formulating the problem as a sequence-
to-sequence task. Thus, the recent rise of self-attention neural
modules [31], capable of efficiently capturing interrelations
within a sequence, has not yet significantly affected NMS
algorithms. To the best of our knowledge, the only relevant
method employing self-attention mechanisms is [4], tailored
for the duplicate removal task and not for pure NMS. Thus, it
does not perform free rescoring: an input candidate RoI which
was assigned a low confidence score by the detector (e.g.,
due to occlusion) cannot be rescored higher by the duplicate
removal DNN; only lower. An unconstrained NMS method
exploiting the powerful self-attention neural mechanism has
yet to emerge.

Out of the existing literature, the proposed method is most
related to [2] [3] and [4]. Like GossipNet in [2], Seq2Seq-
NMS approaches NMS as a rescoring problem. However, an
optimized geometric representation for each candidate RoI is
proposed here, slightly similar, but different and enriched com-
pared to the GossipNet input descriptor. Like [3], Seq2Seq-
NMS jointly processes visual and geometric representations



of the input candidate RoIs, using the FMoD descriptor [7]
computed on edge maps of cropped detections. However, in
this paper, the FMoD descriptor has been re-implemented
neurally, leading to significant runtime gains thanks to GP-
GPU-based parallel processing, while a novel deep neural
architecture is proposed here, so as to exploit the sequence-
to-sequence formulation, instead of relying on GossipNet. Fi-
nally, similarly to [4], the Seq2Seq-NMS architecture employs
the powerful self-attention neural mechanism, but since the
proposed method is a complete, free rescoring NMS DNN it is
able to search for and fully exploit interrelations between the
candidate RoI representations, without being constrained by
the original confidence score assigned by the object detector.

III. ATTENTION-DRIVEN NON-MAXIMUM SUPPRESSION

In this paper, NMS for object detection is first reformulated
as a sequence-to-sequence task. This approach is highly related
to the evaluation criteria established in object detection [5]
[6], where the candidate RoIs identified on an input image are
assumed to indirectly form a sequence, based on the scalar
confidence score assigned to each of them by the detector
(in descending order). Traditionally, evaluating a detector’s
accuracy on a known dataset involves an analysis of this
sequence. At each step, a candidate RoI is processed and
matched to a ground-truth object, if and only if: (a) their IoU
is higher than a predefined threshold, and (b) that ground-
truth object hasn’t been previously matched to a higher-scoring
candidate detection. In the case where both (a) and (b) are
fulfilled, the candidate RoI is marked as “correct”, otherwise
it is marked as “false”. In the special case where only (a) is
fulfilled, the candidate detection is marked as “false”, due to it
being a ”duplicate” detection. Thus, the position of a candidate
RoI in the sequence can be a significant factor when taking
the decision to classify it as a “duplicate” or not.

This emphasis in the ordering is shared with problems tradi-
tionally viewed as sequence-to-sequence ones. For instance, in
machine translation, a sequence of words from one language
must be transformed into a sequence of words in another
language. The order of each word (token) in the sentence is
crucial and can modify its meaning (context). Similarly, in
object detection evaluation, although a candidate RoI (token)
can be successfully matched to a ground-truth object, it can
be classified as “duplicate” and therefore as “false”, instead
of being classified as “correct”, due to the fact that a higher-
scoring candidate detection, which has been positioned earlier
in the sequence, has already been matched with the same
ground-truth object.

Motivated by these notions, this paper explicitly formulates
the NMS task as a mapping from an input sequence of can-
didate RoIs to a corresponding output sequence with identical
length. Let Rin be the input sequence of candidate RoIs, in
descending order with respect to detector confidence scores:

Rin = [rin1 , ..., rinN |rscoredeti ≥ rscoredeti+1 ] (1)

where rini = [rxmin
i , rymin

i , rxmax
i , rymax

i , rscoredeti ] is an input
candidate RoI expressed through its 2D image coordinates,

along with its corresponding score assigned by the detector,
and N is the number of candidate detections. Let Rout be the
output sequence of candidate RoIs, in descending order based
on the scores assigned by the NMS method:

Rout = [rout1 , ..., routN |rscoreNMS
i ≥ rscoreNMS

i+1 ] (2)

where routi = [rxmin
i , rymin

i , rxmax
i , rymax

i , rscoreNMS
i ] is an

NMS-rescored candidate RoI. The proposed formulation of
the NMS task can be expressed as:

Rout = NMS(Rin) (3)

Building upon this novel view of the NMS task, the method
proposed in this paper, which we call Seq2Seq-NMS, receives
as input a sequence of candidate RoIs, generated by an
object detector, and extracts rich representations regarding
their appearance and geometry. Subsequently, these represen-
tations are fed to a DNN which processes them in parallel,
while mainly paying attention to spatially neighboring, higher-
scoring candidates when analyzing each RoI. Finally, it outputs
a sequence of scalar scores, each one defining the context
of a candidate detection. This is essentially information that
determines the final decision of whether the respective RoI
should be classified as “correct” or as “potentially suppressed”,
after the NMS task has been completed. In the proposed
formulation, the context of the ith candidate detection is
expressed through the corresponding output score, which is a
classification probability pi : {pi ∈ R|0 ≤ pi ≤ 1} (1/0 means
“correct”/“potentially suppressed”, respectively). After the in-
ference stage, simple thresholding can be applied on these
output probabilities/scores, in order to decide which candidate
detections should be retained. This formulation avoids hard
discarding/pruning of RoIs at the inference phase itself, thus
allowing us to find a balance in the trade-off between False
Positive Rate (FPR) and True Negative Rate (TNR), depending
on the application (e.g., using a low threshold in human safety-
centric applications such as pedestrian detection).

Seq2Seq-NMS relies on building rich representations for
each candidate detection, based on their visual appearance,
their geometry and their interrelations. Abstractly, it consists
of the following three steps:

• Appearance-based RoI representations extraction.
• Geometry-based RoI representations extraction.
• Detections rescoring through the attention-driven NMS

DNN.
These steps are detailed below.

A. Appearance-based RoI Representations Extraction

This step can be considered optional, since RoI represen-
tations that have been already computed at the intermediate
feature extraction layers of the DNN-based object detector
itself can be used instead. However, the use of RoI repre-
sentations computed solely for the NMS procedure makes
the NMS DNN less detector-specific and more robust against
variations in the effectiveness and the performance of the
deployed detector. In [3], where the goal was person detection



from aerial views, representations consisting of statistical RoI
appearance properties, computed on the spatial distribution of
edges detected within each RoI, were used. These distributions
acted as a discriminant factor for identifying complete vs
partial object silhouettes, since the aerial view of persons
silhouettes are similar in shape. However, the same argument
can be made for people seen from a ground perspective (e.g.,
pedestrians perceived by an autonomous car), therefore this is
a solution applicable to most person detection scenarios.

Algorithm 1: Appearance-based RoI representations
extraction using FMoD
Input: (a) an RGB image I

(b) a set of N RoIs expressed in 2D pixel
coordinates B = [b0,b1, ..,bN ] ∈ RN×4

(c) FMoD pyramid levels L, L ≥ 1
Output: Appearance-based representations

A ∈ RN×5(4L−1)

1 begin
2 Resize image I to a fixed size of Wf ×Hf .
3 E(I)← Compute the edge map of image I.
4 Extract in parallel the 0th-level RoI maps

M0 = [M0
0,M0

1, ..,M0
N ], where M0

i ∈ R1×W0×H0 ,
through the ROIAlign operator on E(I).

5 Compute in parallel the 0th-level FMoD
representations A0 = [A0

0,A0
1, ..,A0

N ] of M0,
where A0

i ∈ R15×1.
6 for j ← 1 to (L− 1) do
7 Extract in parallel the jth-level RoI maps

Mj = [Mj
0,Mj

1, ..,Mj
N ], where

Mj
i ∈ R4j×W0

2j
×H0

2j , through subdivision of
M0 RoI maps into four quadrants for j times,
using the ROIAlign operator.

8 Compute in parallel the jth-level FMoD
representations Aj = [Aj

0,Aj
1, ..,Aj

N ] of Mj ,
where Aj

i ∈ R15×4j .
9 end

10 Concatenate FMoD representations across all
pyramid levels A ∈ RN×5(4L−1), where
Ai = [A0

i , ..,AL
i ].

11 end

In [3], a CPU implementation of the low-level FMoD
visual descriptor was employed for representing candidate
RoIs. FMoD was originally devised in a global [7] and in
a local [32] variant (LMoD), respectively applied to movie
[33] and activity video [34] [35] [36] summarization via
key-frame extraction. Typically, FMoD and LMoD capture
informative image statistics from various available image
channels (e.g., luminance, color/hue, optical flow magnitude,
edge map, and/or stereoscopic disparity), both in a global and
in various local scales, under a spatial pyramid video frame
partitioning scheme. Following [3], only the edge map of an
image’s luminance channel is used here as input channel for
the FMoD algorithm, with the latter one applied separately

at each candidate RoI. The intent is to compactly capture
the spatial distribution of the edges within each RoI in a
single description vector. However, in [3] RoIs were processed
sequentially and not simultaneously, thus demanding very long
inference times. To tackle this limitation, in this paper FMoD
was re-implemented neurally so that it runs very fast and in
parallel on modern GPUs. Given as input an image and a set
of candidate RoIs (in pixel coordinates) of different shape and
scale, it extracts all corresponding regions of the luminance
edge map by cropping it along the boundaries of the respective
RoIs. This is done separately for each candidate RoI, but in
parallel for all of them (at a single step). Subsequently, the
FMoD descriptors/representations of all these cropped edge
maps/RoIS are also computed separately but in parallel.

The appearance-based RoI representations extraction pro-
cess can be divided into three operations. The first one involves
the computation of the edge map of the input image, which is
a relatively fast and efficient process. The second step is the
use of the ROIAlign [37] operator to extract, in parallel, fixed-
size regions across one or multiple maps. Finally, deriving
the FMoD representations of these fixed-size maps involves
in-parallel computation of the following 15 scalar statistical
attributes:

• (1-3) horizontal/vertical/vectorized-block mean values.
• (4-6) horizontal/vertical/vectorized-block standard devia-

tion values.
• (7-9) horizontal/vertical/vectorized-block skew values.
• (10-12) horizontal/vertical/vectorized-block kurtosis val-

ues.
• (13-15) horizontal/vertical/vectorized-block signal power

values.

Fig. 2: Computation of the visual appearance-based candidate
RoI representations, by applying the fast FMoD implementa-
tion to an image with 3 RoIs and using 2 pyramid levels.

The corresponding procedure is described in Algorithm 1.
Initially, the RGB input image I, of an arbitrary resolution, is
resized to a fixed resolution of Wf×Hf and its corresponding



edge map E(I) is computed. To make actual inference times
even shorter, this operation is carried out here in parallel with
the corresponding detector’s inference phase. Similarly to [3],
the FMoD representations of all RoIs are computed under
a spatial pyramid partitioning scheme [38]. At the pyramid
base, the 0th-level RoI maps M0 = [M0

0,M0
1, ..,M0

N ], M0
i ∈

R1×W0×H0 are extracted in parallel by applying the ROIAlign
operator on E(I), assuming that N candidate RoIs have
been identified by the object detector for input I. Using M0,
the 0th-level FMoD representations A0 = [A0

0,A0
1, ..,A0

N ],
A0

i ∈ R15×1 are computed in parallel. Subsequently, the
representations at the remaining spatial pyramid levels are
computed iteratively, by the in-parallel computation first of Mj

and then of the corresponding partial FMoD descriptors Aj .
Once the latter ones have been computed for all (predefined
and fixed) L pyramid levels, they are concatenated along them.
For example, in an image with N = 3 candidate RoIs and
L = 2 pyramid levels, A ∈ R3×75. This example is illustrated
in Figure 2.

B. Geometry-based RoI Representations Extraction

The spatial/geometric interrelations between the various
candidate RoIs, based only on their 2D pixel coordinates
and not on their visual appearance, is crucial for solving
the NMS problem. Such a set of purely geometric attributes
has previously proven effective as an input descriptor, in the
context of GossipNet [2]. Thus, in this paper, a slightly similar,
but enriched set of attributes has been devised, serving as an
additional representation for each RoI.

Given a set of N candidate RoIs, along with their cor-
responding detection scores, the tensor G ∈ RN×N×14 is
computed, where each entry Gij ∈ R14 contains the following
attributes:

• (1-3) the normalized horizontal/vertical/euclidean dis-
tances1 between the centers of the jth and the ith RoI.

• (4-7) the normalized width/height/area/aspect-ratio of the
jth RoI.

• (8-11) the ratios between the jth and the ith RoIs
width/height/area/aspect-ratio (e.g., wj

wi
).

• (12) the detector’s confidence score for the jth RoI.
• (13) the detector’s confidence score differences between

the jth and the ith RoI (e.g., sj − si).
• (14) the IoU between the jth and the ith RoI.
Therefore, each diagonal entry Gii ∈ R14 contains the geo-

metric representation of the i-th input candidate RoI/detection.

C. Detections rescoring through the attention-driven NMS
DNN

The goal of the proposed DNN architecture is to perform
one-class Non-Maximum Suppression on a set of candidate
RoIs/detections through rescoring rather than pruning them.
For a given set of N such RoIs, the DNN receives as input a
sequence of corresponding representations (A and G, encoding
the appearance and geometry of all RoIs in the sequence),

1Horizontal and vertical distances are signed distances.

sorted in a descending order based on the respective scalar
detection confidence score.

During inference, these two types of information are fused
and each candidate RoI refines its representation by attending
to the representations of all detections in the set. The Scaled
Dot-Product Attention mechanism [31], originally proposed
for machine translation tasks, is employed, since it has been
proven effective in various applications, such as image clas-
sification [39], or generation [40]. The mechanism is briefly
described below. In the context of the proposed DNN, the
candidate detections used as keys are represented in a relative-
to-each-query manner within this attention mechanism. Al-
though this choice leads to slightly increased computational
and memory costs, it allows the DNN to more effectively
capture the interrelations between the candidate detections.

Finally, the model predicts a new scalar score for each RoI,
indicating whether it should be suppressed or not. The output
sequence is formed by sorting the candidate RoIs, based on
their new scores in descending order.

Fig. 3: Illustration of the Multihead Self-Attention Module.

Multihead Self-Attention Module: The Scaled Dot-Product
Attention, also known as self-attention, was presented in [31]
and formulated as follows:

Attention(Q,K,V) = softmax(
QKT

√
dk

)V, (4)

where Q ∈ RNq×dk are the queries, K ∈ RNk×dk are the keys
and V ∈ RNk×dv are the values. Each query and each key has



a dimension of dk, while each value has a dimension of dv .
Multihead Attention was also proposed in [31], as a module
which allows various attention mechanisms, including self-
attention, to run in parallel. This module can be formulated
as:

Multihead(Q,K,V) = [h1, ...,hH ]WO, (5)

where

hi = Attention(QWQ
i ,KWK

i ,VWV
i ). (6)

In this formulation, WQ
i ∈ Rda×dk , WK

i ∈ Rda×dk , WV
i ∈

Rda×dv , WO
i ∈ RHdv×da are projection parameter matrices,

H is the number of heads, dk = dv = da

H , and the operator
[...] implies concatenation.

The proposed DNN architecture relies on these mechanisms
in order to identify relations between candidate detections,
based both on their visual appearance and their geometric
properties. Such relations can help the model in determining
whether a detection should be suppressed or not. For example,
the DNN can decide that a higher-scoring candidate RoI
should possibly suppress other less-scoring ones having similar
appearance and geometric representations.

In [31] the authors introduced positional encoding for
Natual Language Processing (NLP) tasks, which uses a com-
bination of sines and cosines at multiple frequencies, in order
to encode the position of a word in a sequence. In theory, this
approach could also be adopted for encoding RoI geometry
(e.g., the position of RoI centers along a certain axis). How-
ever, this may fail to capture the interrelations of candidate
RoIs in a relative manner, as the encoded information in
the NMS task is far more complex compared to [31]. As
an alternative, we approached the task by encoding all the
representations of the input candidate detections in a relative-
to-each-RoI manner. Thus, the keys and values of the Scale
Dot-Product Attention are represented in a relative-to-each-
query representation scheme. For example, the jth key may
be represented differently for the ith query, compared to its
representation for the (i+1)th query. Although this increases
the method’s memory complexity, each query is allowed to
represent the keys and the values relatively to itself. Thus,
for N detections, Q ∈ RN×1×da , K ∈ RN×N×da and
V ∈ RN×N×da , the output is P ∈ RN×1×da .

Due to the increased number of dimensions of Q, K and V,
batch matrix multiplication is employed in Eq. (4) to speed
up the process. The architecture of this module is illustrated
in Figure 3.
Joint Processing Module (JPM): In this module, the rep-
resentations of the detections are jointly and simultaneously
refined, mainly through the Multihead Self-Attention mecha-
nism. The JPM receives as its input FQ

t ∈ RN×1×dm , which
holds the current representations of all candidate detections, as
well as FK

t ∈ RN×N×da , which holds the current relative-to-
each-detection representations, for all N candidate detection.

Fig. 4: Illustration of the Joint Processing Module (JPM).

The architecture of the JPM is shown in Fig. 4. The queries
and keys are formed as:

Q = FQ
t CQ,

K = FK
t ,

V = K,

(7)

where CQ ∈ Rdm×da stands for the weights of a fully
connected layer. The new representations of the candidate
detections, which is the output of this module, are formed
as:

FQ
t+1 = FDCD + FQ

t ,

FD = P + Q,
(8)

where CD ∈ Rda×dm also denotes the weights of a fully
connected layer. In addition, residual connections [41] are
applied between Q and P as well as between FQ

t+1 and FQ
t .

Fig. 5: Seq2Seq-NMS architecture. N is the number of input
candidate RoIs/detections.

Finally, the relative-to-each-candidate-detection representa-
tions FK are refined as:

FK
t+1 = FK

t + FS ⊗ CK , (9)

where FS is derived from FD, by repeating it N times
along its second dimension, and CK are learned weights of



a Scale Layer that we introduce, performing an element-wise
multiplication between its weights and an input representation.
Its purpose is to select the degree of information which will
flow from FS to FK

t+1 in each JPM.
Masking: A masking approach has been integrated into the
self-attention mechanism of the proposed architecture. For N
sorted candidate detections, we mask the values of the input
of the softmax function in Eq. (4). Without loss of generality,
masking is detailed below for the simplest case, where H = 1.

Given a candidate RoI rini , an its associate RoI rinj and
S = QKT

√
dk

, masking is defined as:

Sij =





−∞, if IoU(rini , rinj ) < 0.2

0.1 · Sij , if IoU(rini , rinj ) ≥ 0.2 and j > i

Sij , otherwise
(10)

Masking is employed for two reasons. First, each RoI must
be prevented from attending to spatially distant detections. The
overlap of RoIs is used to determine whether Sij should be set
to −∞, before applying the softmax function. If yes, the atten-
tion weight linking rini to rinj (after applying softmax) will be
zeroed out. Second, we attempt to replicate the behaviour of
Greedy NMS, where a detection is characterized as duplicate,
thus marked for suppression, when another, higher-scoring
detection spatially covers the same object. In the proposed
architecture this can be accomplished by forcing (through
masking) the internal representation of a candidate detection
to be modified by attending mainly to representations that
correspond to RoIs higher-scoring than itself.
Network Architecture: For a set of N candidate sorted de-
tections, the proposed DNN uses as input their corresponding
appearance-based A and geometry-based representations G.
FMoD representations of 3 pyramid levels are employed as
A ∈ RN×1×315. The extracted geometry-based RoI repre-
sentations, namely G ∈ RN×N×14, are assigned to GK as
it contains the relative-to-each-candidate-detection represen-
tations. Its diagonal, derived from the first two dimensions,
forms GQ ∈ RN×1×14. The representations derived from a
fusion between A and GQ form FQ ∈ RN×1×dm . This fusion
is mainly accomplished by concatenating and applying fully-
connected layers between the two types of representations. In
addition, the representations derived from a fusion between A
and GK form FK ∈ RN×N×da . Both FQ and FK are used as
input to the first JPM.

A stack of JPMs, sequentially connected, are in charge of
refining representations FQ and FK . Finally, after applying
two fully connected layers on FQ, the DNN uses a softmax
function to output the final NMS scores. The model archi-
tecture is depicted in Fig. 5. The Gaussian Error Linear Unit
(GELU) is used as activation function. Layer normalization
[42] is applied on the output of residual connections and
dropout [43] is used for regularization, similarly to [31].
Training: The weighted binary cross entropy was selected as
the training objective of the proposed neural architecture. In

particular, the loss function is defined as:

L = −∑N
i=1(w1yi log(r

scoresNMS
i ) + w0(1− yi) log(1− rscoresNMS

i )), (11)

where N is the number of candidate detections, rscoresNMS

are the output NMS scores, w are class weights and y are
the labels derived from a matching function, given a specific
IoU value. In particular, yi ∈ {1, 0} indicates whether the
ith detection was successfully matched to an object or not. A
detection is matched successfully to an object, when the IoU
between its RoI and an object’s 2D bounding box is higher or
equal to a matching threshold, and that specific object hasn’t
been matched to any higher scoring detection. In this paper,
this matching IoU threshold was set to 0.5. A strategy similar
to the one in [2], is used for the class weights computation.

IV. EXPERIMENTAL EVALUATION

The performance of Seq2Seq-NMS was evaluated on three
separate datasets for the person detection task. In all datasets,
candidate RoIs from the Single Shot Detector (SSD) [19]
were provided as input to the proposed NMS method. In
the implemented version of the detector, VGG16 with atrous
convolutions was selected as the backbone CNN. The input
images were resized to a resolution of 512 × 512 pixels,
while the detector was trained from scratch for each dataset2.
Independently from this set of experiments, a complementary
evaluation scheme was also conducted by employing a differ-
ent detector per dataset. These detectors were selected in order:
a) to facilitate direct comparisons with previously published
NMS methods, and b) to compare the proposed NMS approach
against competing ones in conjunction with different detectors
with different behaviour. In this complementary set of exper-
iments, the following detectors were employed: (a) a non-
neural detector [17], (b) a two-stage DNN-based detector [18]
and (c) a one-stage DNN-based detector [21].

The employed Seq2Seq-NMS architecture consists of 4
Joint Processing Modules. We set dm = 256, and da =
dm

2 = 128. The Multihead Self-Attention module uses H = 2
attention heads and thus dq = dk = dv = 128

H = 64.
Appearance-based RoI representations computed from 3-level
FMoD were used, with 0th level RoI maps extracted at
resolution W0 × H0 = 160 × 160 pixels. In each evaluation
setup, the proposed method was trained using the ADAM [44]
optimizer with β1 = 0.9, β2 = 0.99 and ϵ = 10−9. Given
that the number of RoIs may be extremely large, we first
applied TorchVision NMS with the relaxed 0.8 IoU threshold
as a preprocessing step (common in NMS literature [2]). To
achieve a fair comparison, this preprocessing step is applied in
all deployed methods. Finally, Seq2Seq-NMS is trained using
only the 720 highest-scoring candidate detections as an input
sequence, due to practical memory limitations.

In all cases, Seq2Seq-NMS was compared against both
neural and non-neural NMS algorithms. The first competing
method is a baseline Greedy NMS approach running on GPU.

2The employed SSD implementation was adopted from https://github.com/
opendr-eu/opendr/tree/master/src/opendr/perception/object detection 2d/ssd



TABLE I: COMPARISON OF DIFFERENT NMS METHODS ON THE PETS DATASET, USING DETECTIONS FROM
[17]. THE BOTTOM LINE REPORTS THE GAINS ACHIEVED WITH THE PROPOSED METHOD.

Method Device

Pre-NMS max dets. = 600 Pre-NMS max dets. = 1200 Pre-NMS max dets. = 1500

AP0.5 AP0.95
0.5

Average
Inference
Time (ms)

AP0.5 AP0.95
0.5

Average
Inference
Time (ms)

AP0.5 AP0.95
0.5

Average
Inference
Time (ms)

Original NMS IoU>0.4 GPU 76.7% 32.2% 2.1 77.2% 32.1% 3.5 77.3% 32.0% 5.0
Original NMS IoU>0.5 GPU 74.2% 31.7% 2.8 74.7% 31.7% 6.4 74.8% 31.7% 8.1
Original NMS IoU>0.6 GPU 66.9% 29.6% 4.2 67.2% 29.7% 10.1 67.3% 29.7% 13.6

TorchVision NMS IoU>0.4 GPU 76.8% 32.2% 0.4 77.3% 32.1% 0.6 77.3% 32.1% 0.6
TorchVision NMS IoU>0.5 GPU 73.9% 31.7% 0.4 74.4% 31.6% 0.6 74.4% 31.6% 0.5
TorchVision NMS IoU>0.6 GPU 66.4% 29.5% 0.4 66.6% 29.6% 0.5 66.7% 29.6% 0.6

Soft-NMSL CPU 77.6% 32.5% 50.3 77.6% 32.3% 98.5 77.6% 32.1% 143.3
Soft-NMSG CPU 78.2% 33.4% 39.2 77.6% 32.9% 89.5 77.2% 32.6% 154.7
Fast-NMS GPU 75.3% 31.9% 1.4 75.2% 31.6% 2.2 75.2% 31.5% 3.2

Cluster-NMS GPU 76.8% 32.2% 3.2 77.2% 32.1% 5.1 77.3% 32.1% 7.5
Cluster-NMSS GPU 75.7% 32.3% 2.7 74.0% 31.3% 4.2 74.7% 31.6% 6.6
Cluster-NMSD GPU 77.0% 32.3% 3.8 77.6% 32.1% 7.3 77.6% 32.1% 9.1

Cluster-NMSS+D GPU 77.2% 32.6% 4.0 76.5% 32.0% 8.0 76.5% 32.0% 11.2
Cluster-NMSS+D+W GPU 77.2% 32.6% 47.6 76.5% 32.0% 154.8 76.5% 32.0% 276.1

GossipNet GPU 81.9% 36.3% 27.2 84.3% 37.2% 64.2 84.6% 37.2% 95.8
Seq2Seq-NMS GPU 83.6% 37.8% 11.0 85.4% 38.4% 13.8 85.5% 38.4% 15.4

Seq2Seq-NMS Gains
(The best performance of each method is used for comparison)

AP0.5 AP0.95
0.5

+0.9% +1.2%

The second is TorchVision’s3 GreedyNMS implemented to
run very fast on GPUs. Soft-NMS [23], i.e., a non-neural
NMS method widely used as a more accurate replacement
for Greedy NMS, was also tested. Evaluation was conducted
using both the linear and the Gaussian weighting functions
(referred to as Soft-NMSL and Soft-NMSG, respectively), with
on-CPU execution. Another competing algorithm is Fast-NMS
[26]: a generally faster, non-neural replacement for standard
NMS, executed on GPU but suffering a marginal penalty
regarding accuracy. Additionally, several variants of Cluster-
NMS [28], a more recent non-neural method, were also used
for comparisons. Below, the term Cluster-NMSS is used to
imply the use of the score penalty mechanism, while Cluster-
NMSD implies the addition of the normalized central point
distance. In the latter case, the method is equivalent to DIoU-
NMS [27]. The term Cluster-NMSS+D is used when both
of these mechanisms are utilized. Finally, Cluster-NMSS+D+W
indicates a weighted strategy similar to [24]. More details
regarding these variations can be found in [28]. The last
approach selected for comparison purposes is GossipNet [2],
a neural NMS method achieving state-of-the-art accuracy.

The hyperparameters of all non-neural methods were tuned
so as to report the best achieved results on 0.5 IoU matching
threshold. Evaluation was performed on a PC using an Intel
Core i7-7700 CPU and an NVIDIA GeForce RTX 2080 GPU
with 11GB of memory, both for training and inference. The
employed evaluation metrics are AP0.5, AP0.95

0.5 and inference
times. AP0.5 corresponds to the average precision for 0.5 IoU,
while AP0.95

0.5 to the mean average precision for IoU ranging
from 0.5 to 0.95 with a step size of 0.05.

In the evaluation of all methods, the number of maximum

3https://pytorch.org/vision/stable/ops.html#torchvision.ops.nms

candidate detections prior to the NMS procedure was set to
1500. All RoIs outputted by the NMS algorithms were utilized
for evaluation, without any thresholding.

A. PETS

PETS [45] is a relatively small dataset, whose images were
collected from static surveillance cameras and provide diverse
levels of occlusion. The average number of people depicted in
an image is approximately 14. Apart from [19], [17], a non-
neural person detection method designed to handle occlusions,
was selected as the corresponding detector for providing raw
candidate RoIs as input to the NMS methods.

The proposed NMS architecture was trained for 8 epochs.
The learning rate was set to 10−4/10−5/10−6 for epochs 1-
4/5-7/8, respectively. GossipNet’s architecture and training
followed [2]. Final parameters of all methods were selected
according to the best achieved accuracy in the validation set.

Table I reports the results of the proposed and the competing
NMS methods, using candidate detections from [17] as input.
This object detector outputs a large number of candidate RoIs,
thus leading to increased GPU memory consumption for both
the proposed method and GossipNet. Typically, most candidate
detections that can be successfully matched to ground-truth
objects are assigned higher confidence scores by the detector,
compared to RoIs with lower scores (e.g., < 0.05) which
are mostly false positive samples. Thus, in this experiment,
we attempt to evaluate whether the lowest scoring detections
have an impact on the performance of the proposed and the
competing NMS methods. Table I reports the results of each
NMS approach using N candidate detections as input, for
different values of N . As it can be seen, the performance of
several non-neural methods, such as Soft-NMSL and Cluster-
NMSD, does not improve when the lowest-scoring detections



(e.g., > 1200) are used. In contrast, both neural methods
achieve more accurate results for longer input sequences (more
candidate RoIs per image). In this setup, the proposed method
achieved both the best AP0.5 and the best AP0.95

0.5 , against all
competing approaches, even in the case where only the highest
1200 candidate input detections were used. The obtained AP0.5

was 85.5%, which is a +7.3% improvement against Soft-
NMSL and Cluster-NMSD, the non-neural method with the
best AP0.5, and a +0.9% improvement against GossipNet.
In addition, the obtained AP0.95

0.5 was 38.4%, which is an
+1.2% gain over the competing methods. Notably, when
using only a small number of the highest-scoring candidate
detections (e.g, N = 600), the proposed method still achieves
better results compared to all non-neural NMS algorithms.
Regarding inference runtimes, it needs 15.4 ms to run per
image when N = 1500, since the required edge maps are
computed in parallel with the object detector’s inference. Thus,
it is faster than GossipNet, as well as far less affected (with
respect to runtime) by the number of candidate detections used
as input. Indeed the GossipNet inference runtime drastically
increases with N but this is not the case for the proposed
approach. However, Seq2Seq-NMS is slower than most non-
neural methods running on GPU.

TABLE II: COMPARISON OF DIFFERENT NMS METH-
ODS ON THE TEST SET OF THE PETS DATASET, US-
ING DETECTIONS FROM [19]. THE BOTTOM LINE RE-
PORTS THE GAINS ACHIEVED WITH THE PROPOSED
METHOD.

Method Device AP0.5 AP0.95
0.5

Average
Inference
Time (ms)

Original NMS IoU>0.4 GPU 87.6% 35.0% 12.7
Original NMS IoU>0.5 GPU 89.9% 36.3% 13.1
Original NMS IoU>0.6 GPU 89.8% 37.1% 13.4
TorchVision NMS IoU>0.4 GPU 88.0% 35.1% 0.3
TorchVision NMS IoU>0.5 GPU 90.0% 36.4% 0.2
TorchVision NMS IoU>0.6 GPU 89.8% 37.2% 0.3
Soft-NMSL CPU 90.0% 38.2% 134.4
Soft-NMSG CPU 89.6% 38.6% 108.1
Fast-NMS GPU 87.6% 36.8% 6.0
Cluster-NMS GPU 90.2% 36.9% 13.4
Cluster-NMSS GPU 90.1% 38.0% 13.8
Cluster-NMSD GPU 90.2% 36.6% 17.9
Cluster-NMSS+D GPU 90.6% 38.3% 22.4
Cluster-NMSS+D+W GPU 90.6% 38.3% 38.2
GossipNet GPU 90.7% 38.8% 24.5
Seq2Seq-NMS GPU 90.9% 38.6% 19.7

Seq2Seq-NMS Gains +0.2% -0.2% -

Table II reports the results using cadidate detections from
[19]. The proposed method achieved an AP0.5 of 90.9%, thus
attaining a gain of +0.2% over GossipNet. In terms of AP0.95

0.5 ,
the proposed method was outperformed only by GossipNet
(−0.2%) and was on par with Soft-NMSG. Regarding infer-
ence runtimes, Seq2Seq-NMS needed on average 19.7 ms to
run per image, since the required edge maps are computed
in parallel with the object detector’s inference stage. Though
this is faster than GossipNet, it is again slower than non-neural
methods running on GPU.

B. COCO Person

COCO 2014 is a large dataset consisting of 82,783 images
for training and 40,504 images for validation/testing. Although
it contains 80 labeled classes, only the “person” class was used
for evaluating the proposed method. Its images depict people
in various viewing angles, scales and poses. The average
ground-truth number of persons depicted in an image is 2.17.
When considering only the images that actually contain visible
people, this number increases to 4.01. Candidate detections
were extracted from SSD and Faster R-CNN [18], in separate
experiments, while the validation set splits were adopted
from [2]. The first data subset, referred to as “minival”,
contains 5000 images, while the second subset, referred to
as “minitest”, contains 35000 images.

The proposed method was trained for 12 epochs. The learn-
ing rate was set to 10−4/10−5/10−6 for epochs 1-8/9-11/12,
respectively. GossipNet’s architecture and training again fol-
lowed [2]. The final hyperparameters of all methods were
selected according to the best achieved accuracy in the minival
(validation) set. Table III reports the results of all competing
NMS approaches.

TABLE III: COMPARISON OF DIFFERENT NMS METH-
ODS ON THE MINITEST SET OF THE COCO DATASET,
USING DETECTIONS FROM [18] AND [19]. THE BOT-
TOM LINE REPORTS THE GAINS ACHIEVED WITH THE
PROPOSED METHOD.

Method Device

Input dets.
from [18]

Input dets.
from [19] Average

Inference
Time (ms)AP0.5 AP0.95

0.5 AP0.5 AP0.95
0.5

Original NMS
IoU>0.4

GPU 65.4% 35.6% 56.3% 31.6% 4.3

Original NMS
IoU>0.5

GPU 65.3% 35.8% 56.1% 31.6% 5.4

Original NMS
IoU>0.6

GPU 63.3% 35.6% 55.5% 31.7% 6.9

TorchVision NMS
IoU>0.4

GPU 65.4% 35.5% 56.3% 31.6% 0.3

TorchVision NMS
IoU>0.5

GPU 65.3% 35.8% 56.1% 31.7% 0.3

TorchVision NMS
IoU>0.6

GPU 63.1% 35.5% 55.5% 31.7% 0.4

Soft-NMSL CPU 66.6% 37.0% 57.0% 32.1% 11.6
Soft-NMSG CPU 66.3% 36.7% 57.2% 32.5% 11.7
Fast-NMS GPU 64.3% 35.4% 55.8% 31.5% 1.6
Cluster-NMS GPU 65.4% 35.5% 56.3% 31.6% 3.1
Cluster-NMSS GPU 65.3% 36.1% 57.1% 31.9% 3.7
Cluster-NMSD GPU 65.5% 35.6% 56.3% 31.6% 5.1
Cluster-NMSS+D GPU 65.9% 36.6% 57.3% 32.1% 5.3
Cluster-NMSS+D+W GPU 66.0% 37.7% 57.3% 32.1% 7.3
GossipNet GPU 66.9% 36.1% 67.7% 36.7% 5.1
Seq2Seq-NMS GPU 67.4% 37.0% 68.7% 37.8% 7.2

Seq2Seq-NMS Gains +0.5% -0.7% +1.0% +1.1% -

When candidate detections from [18] were used as input,
the proposed method achieves the best AP0.5, equal to 67.4%,
which is an improvement of +0.8% against Soft-NMSL and
+0.5% against GossipNet. In terms of AP0.95

0.5 , Seq2Seq-NMS
is outperformed by Cluster-NMSS+D+W and is on par with Soft-
NMSL, achieving a value of 37.0%.

Using candidate detections from [19], the proposed
Seq2Seq-NMS architecture achieved more significant gains:
an AP0.5 of 68.7% and an AP0.95

0.5 of 37.8%, thus reaching



gains of +1.0% and +1.1% respectively over the second best
approach.

Regarding inference time, Seq2Seq-NMS is close to that
of Cluster-NMSS+D+W, but somewhat slower than GossipNet.
The reported values are obtained by averaging the inference
times of each method over the two separate cases (different
employed detectors). Notably, the joint processing of input
candidate RoIs by the neural NMS methods, compared to the
non-neural ones, accomplishes more significant improvements
when given inputs from the one-stage detector [19] than those
from the two-stage detector [18]. In a sense, the neural NMS
approaches seem to compensate for the inferior accuracy of
one-stage detectors compared to the two-stage ones.

C. CrowdHuman

The CrowdHuman dataset has been recently released to
specifically target human detection in crowded areas. Crowded
scenes are particularly challenging for person detectors, due
to heavy visual occlusion of individual humans. The dataset
contains 15000 images for training, 4370 images for validation
and 5000 images for testing. The average number of persons in
an image is 22.64, with various types of occlusions. Candidate
detections were extracted from SSD [19] and YOLOv4 [21].
The images fed to the latter were rescaled to a resolution of
608× 608 pixels.

TABLE IV: COMPARISON OF DIFFERENT NMS METH-
ODS ON THE CROWDHUMAN DATASET, USING DE-
TECTIONS FROM [21] AND [19]. THE BOTTOM LINE
REPORTS THE GAINS ACHIEVED WITH THE PRO-
POSED METHOD.

Method Device

Input dets.
from [21]

Input dets.
from [19]

Average
Inference
Time (ms)AP0.5 AP0.95

0.5 AP0.5 AP0.95
0.5

Original NMS
IoU>0.4

GPU 78.8% 45.6% 62.6% 29.9% 8.3

Original NMS
IoU>0.5

GPU 83.3% 48.2% 66.3% 31.5% 8.6

Original NMS
IoU>0.6

GPU 85.3% 49.8% 67.0% 32.4% 9.8

TorchVision NMS
IoU>0.4

GPU 79.1% 45.7% 62.8% 30.0% 0.3

TorchVision NMS
IoU>0.5

GPU 83.5% 48.3% 66.4% 31.6% 0.3

TorchVision NMS
IoU>0.6

GPU 85.3% 49.9% 66.9% 32.4% 0.4

Soft-NMSL CPU 85.8% 51.1% 66.5% 32.3% 54.2
Soft-NMSG CPU 84.9% 50.4% 67.1% 33.0% 58.1
Fast-NMS GPU 84.3% 49.7% 64.8% 31.4% 2.2
Cluster-NMS GPU 85.3% 49.9% 67.1% 32.1% 5.0
Cluster-NMSS GPU 83.6% 49.2% 64.0% 31.0% 5.2
Cluster-NMSD GPU 85.5% 50.4% 67.1% 32.2% 6.5
Cluster-NMSS+D GPU 84.7% 50.1% 65.7% 31.8% 8.0
Cluster-NMSS+D+W GPU 84.7% 50.1% 65.7% 31.9% 32.3
GossipNet GPU 87.2% 51.0% 72.4% 35.0% 10.0
Seq2Seq-NMS GPU 87.3% 51.2% 73.9% 35.9% 9.4

Seq2Seq-NMS Gains +0.1% +0.1% +1.5% +0.9% -

The proposed NMS method was trained for 14 epochs.
The learning rate was set to 10−4/10−5/10−6 for epochs
1-8/9-12/13-14, respectively. GossipNet was trained for 106

iterations, with a learning rate set to 10−4 and decreased by
0.1 at the 6× 105-th and the 8× 105-th iterations.

Table IV shows that the proposed method achieves minimal
gains, in terms of AP0.5 and AP0.95

0.5 , when input candidate de-
tections are provided by [21]. Indeed, Seq2Seq-NMS achieves
an AP0.5 of 87.3%, which is a +1.5% improvement against
Soft-NMSL but corresponds to a minor +0.1% improvement
over GossipNet. Similarly, the proposed method achieved
AP0.95

0.5 = 51.2% which corresponds to only a minor +0.1%
improvement against the best competitor. However, when
candidate detections are provided by [19] the proposed method
achieves an AP0.5 of 73.9% and AP0.95

0.5 = 35.9%. The gains in
both metrics are quite significant compared to the second-best
GossipNet, achieving improvements of +1.5% and of +0.9%
respectively.

Regarding inference runtime, the proposed method requires
on average 9.4 ms; thus, it is faster than all non-GPU ap-
proaches and slightly faster than GossipNet. The reported
values are obtained by averaging the inference times of each
method over the two separate cases (different employed de-
tectors).

D. FMoD Ablation Study

This Subsection examines the effect of the appearance-
based features extracted by FMoD on the performance of
Seq2Seq-NMS. Moreover, alternative appearance-based de-
scriptors which could replace FMoD in the overall pipeline are
investigated. Experiments were performed on the CrowdHu-
man dataset, using [19] for providing the input raw candidate
detections.

TABLE V: PERFORMANCE EVALUATION OF THE PRO-
POSED METHOD USING APPEARANCE-BASED ROI
REPRESENTATIONS OBTAINED BY DIFFERENT FMOD
VARIANTS.

Resolution
of RoIs
(in pixels)

Num. of
Pyramid
Layers

AP0.5 AP0.95
0.5

Average
Inference
Time (ms)

20× 20 1 73.2% 35.5% 7.4
160× 160 1 73.3% 35.5% 7.9
20× 20 2 73.3% 35.5% 8.3

160× 160 2 73.4% 35.7% 8.5
20× 20 3 73.7% 35.8% 8.9

160× 160 3 73.9% 35.9% 9.0

The following aspects of FMoD were examined:
• the scale of RoIs used for computing the FMoD de-

scriptors. To do so, the edge map RoIs obtained by the
ROIAlign operator were extracted in a fixed resolution of
either: a) 20× 20 pixels, or b) 160× 160 pixels, before
computing the respective FMoD descriptors on them.

• the optimal number of FMoD spatial pyramid levels.
Experiments were carried out for pyramid levels L equal
to 1, 2 and 3.

As shown in Table V similar performance is attained for
1 or 2 FMoD pyramid levels, but the accuracy of Seq2Seq-
NMS is improved with 3 FMoD pyramid levels. The scale
of RoIs extracted by the RoIAlign operator seems to have
a minimal impact on the accuracy. The reported inference



times amount to the overall time needed for computing the
corresponding edge maps and extracting their appearance-
based RoI representations using FMoD.

Moreover, candidate detections from [19] in the Crowd-
Human dataset were also utilized in order to compare the
following three variants of Seq2Seq-NMS:

• Seq2Seq-NMS that utilizes only geometry-based RoI
representations. To achieve this, the DNN was fed with
dummy zero-vectors as appearance-based representations.

• An extension of Seq2Seq-NMS where learnt convolu-
tional features are employed as appearance-based RoI
representations, instead of FMoD descriptors: in practice,
already computed feature maps from the corresponding
detector’s backbone CNN are exploited. Two variants
were examined by employing the feature maps from the
initial layers of VGG16 during inference. Early layers
were preferred in order to retain as much spatial informa-
tion as possible. The size of the selected maps, defined as
tensors, were 64×64×512, with the last dimension being
the depth of the corresponding convolutional layer. In the
first variant, the maps were properly resized and RoI maps
were extracted using the ROIAlign operator in a 20× 20
resolution. In the second variant, a convolutional layer,
with window=1× 1, stride=1× 1, and 32 filters followed
by ReLU as activation function was employed before the
ROIAlign operator. In this variant, the memory require-
ments induced by the ROIAlign operator were heavily
reduced compared to the first variant. It must be high-
lighted that the ROIAlign operator is fully differentiable.
A simple deep neural module, depicted in Table VI was
implemented in order to compute the final appearance-
based RoI representations. Seq2Seq-NMS was trained
jointly with this module.

• The default Seq2Seq-NMS which uses FMoD descriptors
as appearance-based RoI representations.

TABLE VI: IMPLEMENTED DEEP NEURAL MOD-
ULE IN SEQ2SEQ-NMS, TASKED WITH EXTRACTING
APPEARANCE-BASED ROI DESCRIPTIONS.

Conv2D + ReLU, window=3× 3, stride=1× 1, filters=20
Conv2D + ReLU, window=3× 3, stride=1× 1, filters=4
Max-Pooling, window=2× 2, stride=2× 2
Flatten
Fully-Connected Layer + ReLU

The relevant evaluation results are reported in Table VII.
Default Seq2Seq-NMS with FMoD descriptors as appearance-
based RoI representations improves AP0.5 by +0.8% and
AP0.95

0.5 by +0.3%, compared to geometry-only RoI represen-
tations. A more notable improvement is demonstrated with
convolutional RoI representations derived by the deep neural
module: in the base case, this variant improved AP0.5 by
+2.2% and AP0.95

0.5 by +1.3%, compared to the geometry-only
Seq2Seq-NMS. The more memory-efficient variant achieved

+1.0 and +0.5% in the respective metrics. Regarding in-
ference times, FMoD requires 2.7 ms in order to extract
the corresponding appearance-based RoI representations from
edge maps. If one includes the edge map computation, the
corresponding inference time rises to 9.0 ms since, in our im-
plementation, edge maps were computed in CPU; GPU alter-
natives may be much less time-demanding, thus significantly
reducing overall inference requirements. In addition, the first
variant of deep neural appearance-based RoI representations
extraction requires 0.8 ms, while the more time- and memory-
efficient variant requires 0.5 ms. The time needed by VGG16,
in order to compute the raw feature maps is not included in
the reported times.

TABLE VII: PERFORMANCE OF SEQ2SEQ-NMS ON
THE CROWDHUMAN DATASET, USING DIFFERENT AP-
PROACHES TO APPEARANCE-BASED ROI REPRESEN-
TATION.

Type of the Appearance-based RoI
Representations AP0.5 AP0.95

0.5

Average
Inference
Time (ms)

Geometry-based RoI representations only
(Using zero vectors as dummy appearance
representations)

73.1% 35.6% 0.0

Deep neural RoI representations extracted
from raw VGG16 feature maps at size
64× 64× 512

75.3% 36.9% 0.8

Deep neural RoI representations extracted
from VGG16 feature maps at size
64× 64× 32

74.1% 36.1% 0.5

FMoD RoI representations 73.9% 35.9% 2.7 (9.0)

E. Discussion

Overall, the proposed Seq2Seq-NMS DNN achieves top
accuracy on the AP0.5 metric in all three datasets. The results
show that Seq2Seq-NMS can successfully capture interrela-
tions between candidate detections for the person detection
task, based both on their visual appearance and their geometry.
The three datasets used for evaluation contain images with a
great variety of visible persons density, ranging from images
of individual people to photographs of large crowds, indicating
that Seq2Seq is suitable for generic person detection.

Regarding the AP 0.95
0.5 metric, Seq2Seq-NMS achieves top

accuracy in most cases. The main exception is COCO dataset,
when using candidate detections from [19]. This behaviour
can be explained by the fact that our method was specifically
enforced during training to match candidate RoIs to ground-
truth RoIs, in case their in-between IoU is more than 0.5,
instead of doing so for various IoU thresholds in the [0.5, 0.95]
range. More details about the matching strategy procedure,
adopted in training, can be found in Section III.

Moving on to inference running time, the proposed method
is relatively slower than non-neural, mostly less accurate,
GPU-executed algorithms. However, when compared against
DNN architectures for NMS, such as GossipNet, Seq2Seq-
NMS achieves faster inference, with the exception of COCO
(Table III). In addition, the inference runtime of Seq2Seq-NMS
seems less affected by the input sequence length (number of
candidate detections N ), thus achieving faster inference when
processing longer sequences, as shown in, e.g., Table I.



Another observation stemming from the presented exper-
imental results is that Seq2Seq-NMS fits well with person
detectors of various types: it achieves improved AP0.5 perfor-
mance against several competing NMS methods when com-
bined with detectors of any nature (non-neural, one- and two-
stage DNN-based). In the default Seq2Seq-NMS architecture,
the use of FMoD for describing the visual appearance of the
cropped candidate RoIs reinforces such a behaviour, since
FMoD descriptors are independent of the employed person
detector.

In addition, as shown in the ablation study presented in
Section IV-D, the use of appearance-based RoI representations
from FMoD indeed improves the performance of Seq2Seq-
NMS, compared to the case where only geometry-based
representations are used. The same study showed that the
best accuracy is achieved when the appearance-based features
are computed using three FMoD pyramid levels, whereas the
scale of RoIs has minimal impact on accuracy. Finally, a
simple variant of Seq2Seq-NMS that exploits deep neural
appearance-based RoI representations from internal feature
maps of the employed detector, instead of FMoD descriptors,
further improves accuracy as shown in Table VI.

Besides the results depicted in Tables I, II III and IV, an
ablation study was also performed regarding the proposed
masking operation (described in Section III-C) of the self-
attention mechanism. Omitting masking led to reduced accu-
racy rates, or even training convergence failures in cases with
huge numbers of candidate RoIs per image. The importance
of masking stems from the fact that it enforces an ordering
constraint on how the internal representation of each candidate
detection is shaped: thanks to masking, its form is finalized
by attending mainly to representations that correspond to
RoIs higher-scoring than itself, using the Scaled Dot-Product
Attention mechanism. Thus, in our view, this finding supports
the validity of the sequence-to-sequence formulation of the
NMS task.

V. CONCLUSIONS

Detecting humans accurately is crucial for human safety-
centric applications, but also extremely challenging. Large
variations in human poses and high levels of occlusions
negatively affect person detection accuracy. Non-Maximum
Suppression (NMS) is the last step in a typical object detection
system, which is also affected by such challenges. This paper
presented Seq2Seq-NMS, a novel deep neural architecture for
performing NMS in similar hard cases, relying on a refor-
mulation of NMS as a sequence-to-sequence problem. The
proposed method utilises the Multihead Scaled Dot-Product
Attention mechanism, in order to efficiently capture interrela-
tions across the sequence of candidate detections, while also
jointly exploiting visual appearance and geometric properties
of the input RoIs in order to better represent them. Quantitative
evaluation on three public person detection datasets showed
that Seq2Seq-NMS can provide state-of-the-art results at the
IoU threshold used for annotating its training dataset, with
acceptable inference runtime requirements. Future extensions

may focus on a training strategy suitable for various IoU
thresholds and on adapting the proposed method to multiclass
object detection.

VI. ACKNOWLEDGMENTS

This project has received funding from the European
Union’s Horizon 2020 Research and Innovation programme
under grant agreement No. 871449 (OpenDR). This publica-
tion reflects the authors’ views only. The European Commis-
sion is not responsible for any use that may be made of the
information it contains.

REFERENCES

[1] S. Liu, D. Huang, and Y. Wang, “Adaptive NMS: Refining pedestrian
detection in a crowd,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), 2019.

[2] J. Hosang, R. Benenson, and B. Schiele, “Learning Non-Maximum
Suppression,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), 2017.

[3] C. Symeonidis, I. Mademlis, N. Nikolaidis, and I. Pitas, “Improving
neural Non-Maximum Suppression for object detection by exploiting
interest-point detectors,” in Proceedings of the IEEE International
Workshop on Machine Learning for Signal Processing (MLSP), 2019.

[4] H. Hu, J. Gu, Z. Zhang, J. Dai, and Y. Wei, “Relation networks for
object detection,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR), 2018.

[5] T.-Y. Lin, M. Maire, S. J. Belongie, L. D. Bourdev, R. B. Girshick,
J. Hays, P. Perona, D. Ramanan, P. Dollár, and C. L. Zitnick, “Microsoft
COCO: Common objects in context,” in Proceedings of the European
Conference on Computer Vision (ECCV), 2014.

[6] M. Everingham, L. Gool, C. K. I. Williams, J. Winn, and A. Zisser-
man, “The pascal visual object classes (VOC) challenge,” International
Journal of Computer Vision, vol. 88, pp. 303–338, 2009.

[7] I. Mademlis, N. Nikolaidis, and I. Pitas, “Stereoscopic video description
for key-frame extraction in movie summarization,” in Proceedings of the
EURASIP European Signal Processing Conference (EUSIPCO), 2015.

[8] I. Mademlis, N. Nikolaidis, A. Tefas, I. Pitas, T. Wagner, and A. Messina,
“Autonomous unmanned aerial vehicles filming in dynamic unstructured
outdoor environments,” IEEE Signal Processing Magazine, vol. 36, pp.
147–153, 2018.

[9] C. Symeonidis, E. Kakaletsis, I. Mademlis, N. Nikolaidis, A. Tefas, and
I. Pitas, “Vision-based UAV safe landing exploiting lightweight deep
neural networks,” in Proceedings of the International Conference on
Image and Graphics Processing (ICIGP), 2021.

[10] C. Papaioannidis, I. Mademlis, and I. Pitas, “Autonomous UAV safety by
visual human crowd detection using multi-task deep neural networks,”
in Proceedings of the IEEE International Conference on Robotics and
Automation (ICRA), 2021.

[11] E. Kakaletsis, E. Symeonidis, M. Tzelepi, I. Mademlis, T. A., N. Niko-
laidis, and I. Pitas, “Computer vision for autonomous UAV flight safety:
An overview and a vision-based safe landing pipeline example,” ACM
Computing Surveys, 2021.

[12] I. Mademlis, V. Mygdalis, N. Nikolaidis, and I. Pitas, “Challenges in
autonomous UAV cinematography: an overview,” in Proceedings of the
IEEE International Conference on Multimedia and Expo (ICME), 2018.

[13] P. Nousi, I. Mademlis, I. Karakostas, A. Tefas, and I. Pitas, “Embedded
UAV real-time visual object detection and tracking,” in Proceedings
of the IEEE International Conference on Real-time Computing and
Robotics (RCAR), 2019.

[14] N. Dalal and B. Triggs, “Histograms of oriented gradients for human
detection,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), 2005.

[15] P. Viola and M. Jones, “Robust real-time face detection,” in Proceedings
of the IEEE International Conference on Computer Vision (ICCV), 2001.

[16] P. Felzenszwalb, D. McAllester, and D. Ramanan, “A discriminatively
trained, multiscale, deformable part model,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), 2008.

[17] S. Tang, M. Andriluka, A. Milan, K. Schindler, S. Roth, and B. Schiele,
“Learning people detectors for tracking in crowded scenes,” in Proceed-
ings of the International Conference on Computer Vision (ICCV), 2013,
pp. 1049–1056.



[18] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-
time object detection with region proposal networks,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 39, no. 6, pp. 1137–
1149, 2017.

[19] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. E. Reed, C.-Y. Fu, and
A. Berg, “SSD: Single shot multibox detector,” in Proceedings of the
European Conference on Computer Vision (ECCV), 2016.

[20] J. Redmon and A. Farhadi, “YOLOv3: An incremental improvement,”
ArXiv, vol. abs/1804.02767, 2018.

[21] A. Bochkovskiy, C.-Y. Wang, and H. Liao, “YOLOv4: Optimal speed
and accuracy of object detection,” ArXiv, vol. abs/2004.10934, 2020.

[22] P. F. Felzenszwalb, R. B. Girshick, D. McAllester, and D. Ramanan,
“Object detection with discriminatively trained part-based models,”
IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 32, no. 9, pp. 1627–1645, 2010.

[23] N. Bodla, B. Singh, R. Chellappa, and L. S. Davis, “Soft-NMS:
Improving object detection with one line of code,” in Proceedings of
the IEEE International Conference on Computer Vision (ICCV), 2017.

[24] H. Zhou, Z. Li, C. Ning, and J. Tang, “CAD: Scale invariant framework
for real-time object detection,” in Proceedings of the IEEE International
Conference on Computer Vision Workshops (ICCVW), 2017.

[25] B. Jiang, R. Luo, J. Mao, T. Xiao, and Y. Jiang, “Acquisition of
localization confidence for accurate object detection,” in Proceedings
of the European Conference on Computer Vision (ECCV), 2018.

[26] D. Bolya, C. Zhou, F. Xiao, and Y. J. Lee, “YOLACT: Real-time instance
segmentation,” in Proceedings of the IEEE International Conference on
Computer Vision (ICCV), 2019.

[27] Z. Zheng, P. Wang, W. Liu, J. Li, R. Ye, and D. Ren, “Distance-IoU loss:
Faster and better learning for bounding box regression,” Association for
the Advancement of Artificial Intelligence (AAAI), vol. 34, no. 07, 2020.

[28] Z. Zheng, P. Wang, D. Ren, W. Liu, R. Ye, Q. Hu, and W. Zuo,
“Enhancing geometric factors in model learning and inference for
object detection and instance segmentation,” IEEE Transactions on
Cybernetics, pp. 1–13, 2021.

[29] S. H. Rezatofighi, N. Tsoi, J. Gwak, A. Sadeghian, I. Reid, and
S. Savarese, “Generalized intersection over union: A metric and a loss
for bounding box regression,” Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition (CVPR), 2019.

[30] X. Huang, Z. Ge, Z. Jie, and O. Yoshie, “NMS by representative
region: Towards crowded pedestrian detection by proposal pairing,” in
Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), 2020.

[31] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N.
Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” in
Proceedings of the International Conference on Neural Information
Processing Systems (NIPS), 2017.

[32] I. Mademlis, A. Tefas, N. Nikolaidis, and I. Pitas, “Compact video
description and representation for automated summarization of human
activities,” in Proceedings of the INNS Conference on Big Data, 2016.

[33] I. Mademlis, A. Tefas, N. Nikolaidis, and I. Pitas, “Multimodal stereo-
scopic movie summarization conforming to narrative characteristics,”
IEEE Transactions on Image Processing, vol. 25, no. 12, pp. 5828–
5840, 2016.

[34] I. Mademlis, A. Tefas, and I. Pitas, “A salient dictionary learning
framework for activity video summarization via key-frame extraction,”
Information Sciences, vol. 432, pp. 319 – 331, 2018.

[35] I. Mademlis, A. Tefas, and I. Pitas, “Regularized SVD-based video frame
saliency for unsupervised activity video summarization,” in Proceedings
of the IEEE International Conference on Acoustics, Speech, and Signal
Processing (ICASSP), 2018.

[36] ——, “Greedy salient dictionary learning with optimal point reconstruc-
tion for activity video summarization,” in Proceedings of the IEEE
International Workshop on Machine Learning for Signal Processing
(MLSP), 2018.

[37] K. He, G. Gkioxari, P. Dollar, and R. Girshick, “Mask R-CNN,” in
Proceedings of the IEEE International Conference on Computer Vision
(ICCV), 2017.

[38] S. Lazebnik, C. Schmid, and J. Ponce, “Beyond Bags of Features:
Spatial pyramid matching for recognizing natural scene categories,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2006.

[39] C.-F. Chen, Q. Fan, and R. Panda, “CrossVit: Cross-attention multi-
scale vision transformer for image classification,” in Proceedings of

the IEEE/CVF International Conference on Computer Vision, 2021, pp.
357–366.

[40] N. Parmar, A. Vaswani, J. Uszkoreit, L. Kaiser, N. S. A. Ku, and D. Tran,
“Image transformer,” in Proceedings of the International Conference on
Machine Learning (ICML), 2018.

[41] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR), 2016.

[42] J. L. Ba, J. R. Kiros, and G. E. Hinton, “Layer normalization,” 2016.
[43] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhut-

dinov, “Dropout: A simple way to prevent neural networks from over-
fitting,” Journal of Machine Learning Research, vol. 15, no. 56, pp.
1929–1958, 2014.

[44] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,”
in Proceedings of the International Conference on Learning Represen-
tations (ICLR), 2015.

[45] J. M. Ferryman and A. Ellis, “PETS2010: Dataset and challenge,” in
Proceedings of the IEEE International Conference on Advanced Video
and Signal-Based Surveillance (AVSS), 2010.



D3.4: Final report on deep human centric active perception and cognition 91/104

8.3 Improving Unimodal Inference with Multimodal Transformers
The appended paper follows.
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ABSTRACT

This paper proposes an approach for improving performance of uni-
modal models with multimodal training. Our approach involves
a multi-branch architecture that incorporates unimodal models
with a multimodal transformer-based branch. By co-training these
branches, the stronger multimodal branch can transfer its knowledge
to the weaker unimodal branches through a multi-task objective,
thereby improving the performance of the resulting unimodal mod-
els. We evaluate our approach on tasks of dynamic hand gesture
recognition based on RGB and Depth, audiovisual emotion recog-
nition based on speech and facial video, and audio-video-text based
sentiment analysis. Our approach outperforms the conventionally
trained unimodal counterparts. Interestingly, we also observe that
optimization of the unimodal branches improves the multimodal
branch, compared to a similar multimodal model trained from
scratch.

1. INTRODUCTION

The availability of an abundance of data in the modern world has
driven the development of machine learning methods exploiting such
data to their fullest. Recently, there has been an increase in emer-
gence of novel approaches utilizing multiple data modalities simul-
taneously, such as video, audio, text, or other sensor data, for solv-
ing a variety of tasks [1, 2]. Such methods are referred to as multi-
modal methods and they have been proven successful in a plethora
of application fields, including emotion recognition [3], hand gesture
recognition [4], human activity recognition [5], and others. Lever-
aging multiple data sources concurrently can lead to improved per-
formance of the learning model as data of different modalities can
complement and enrich each other.

Research within the field of multimodal methods has been
largely focused on tasks where all modalities of interest are assumed
to be present both during training and test stages, and has involved
development of novel feature fusion methods [5], solving multi-
modal alignment problems [6], etc. Nevertheless, it is not always
desirable to rely on the assumption of all modalities of interest being
present at inference time. In real-world applications, data of one or
multiple modalities might be unavailable at arbitrary inference steps
due to, e.g., transmission delays and media failures, or simply the
application at hand might not be suitable for utilizing certain modal-
ities, while they might be available during training. Utilization of
unimodal models therefore remains widely adopted due to their
simplicity and easier applicability to real-world tasks. Nevertheless,
models relying only on unimodal data at inference time can benefit
from multimodal training. Such approach can aid in learning richer

This project has received funding from the European Union’s Horizon
2020 research and innovation programme under grant agreement No 871449
(OpenDR).

Fig. 1: Description of the proposed framework. For a two modality case A
and B, the architecture is comprised of two unimodal branches and a joint
multimodal Transformer branch. Early feature extraction layers are shared
between multimodal Transformer and corresponding unimodal branches, and
both uni- and multimodal branches have their own task-specific heads. Addi-
tionally, unimodal branches optimize knowledge transfer criteria from mul-
timodal Transformer, while multimodal branch is not updated based on this
criterion. At inference time, multimodal branch is dropped and each of the
unimodal branches can be used as a standard unimodal model (alternatively,
multimodal branch can be used on its own, too).

feature representations from single modality by relating it with other
modalities, and help highlight unimodal information that is most
relevant for the task. At the same time, the computational costs
associated with the model are not increased.

In this work, we propose an approach for improving perfor-
mance of unimodal models with multimodal training, and employ
a multi-branch architecture with both unimodal, and multimodal
Transformer-based branches. Unimodal and multimodal branches
are co-trained and knowledge from the stronger multimodal branch
is continuously transferred to the unimodal branches via a multi-task
objective, hence improving the performance of resulting unimodal
models. We perform experiments on three multimodal tasks and ob-
serve consistent improvements in the performance of the models. At
the same time, we also observe that our approach not only improves
the performance of unimodal models, but also that of the multimodal
teacher model, compared to the similar model trained from scratch.
Our contributions can be summarized as follows:

• We propose an approach for improving the performance of
arbitrary unimodal models with multimodal training, with no
additional computational cost incurred by unimodal model at
inference time;

• The proposed framework is agnostic of the underlying modal-
ities or unimodal architecture types, while in the experiments
we showcase various architectures, including 3D-CNNs,
2D+1D-CNNs, and transformer-based ones;

• We validate our approach on three multimodal tasks and ob-



serve consistent improvements, with different modalities, ar-
chitectures, and loss functions.

2. RELATED WORK

Modern research directions in the field of multimodal learning have
largely focused on advanced modality fusion methods [2, 1, 7]
and include a variety of approaches, ranging from CNN-based
cross-modal Squeeze-and-Excitation blocks [5], to translation based
approaches [8]. Within the field of multimodal fusion, perhaps
the most notable recent development is the adoption of multimodal
Transformers that allow to capture global correspondences be-
tween modalities, hence making them an especially favorable choice
for temporal sequence modelling tasks where alignment between
modalities is an important challenge [3, 9, 10]. The idea behind
cross-modal Transformers lies in adoption of self-attention mecha-
nism [11] with queries and key-value pairs originating from different
modalities, and one of the most notable instantiations of such ap-
proach is the Multimodal Transformer (MULT) [6].

Nevertheless, the above-mentioned approaches have their lim-
itations. Primarily, they all rely on the assumption that the same
set of sensors/modalities are available at both training and inference,
while such expectation is idealistic and is an especially relevant lim-
itation for real-world applications where flexibility is required. A
set of methods aim to solve this issue by introducing the multimodal
training unimodal testing paradigm, aiming at improving unimodal
models by utilizing multimodal data during training. Such methods
can be broadly categorized into a few types, with the first type being
the methods aiming to reconstruct or otherwise hallucinate a missing
modality [12, 13, 14, 15]. Other methods optimize certain alignment
objectives between multiple modalities, e.g., by contrastive learning
[16], or by spatiotemporal semantic alignment [17]. Nevertheless,
such methods are mostly suited for well-paired modality types, such
as RGB and Depth, or RGB and Point Clouds, while having limited
suitability for modalities where data types are drastically different
and their correspondence is not immediately obvious, e.g., audio and
RGB frames, or text and RGB frames. In our work, we take aim to
overcome this issue, and propose a generalized framework suitable
for various data modalities and unimodal architectures.

3. PROPOSED APPROACH

This section describes the proposed approach for improving the per-
formance of an arbitrary unimodal model with multimodal train-
ing. We consider the following problem setup: given a set of data
representations of arbitrary modalities and corresponding unimodal
model architectures, we seek to improve performance of said uni-
modal models by exploiting multimodal information during train-
ing. Concretely, our approach relies on a general framework in
which unimodal models are united in a joint architecture by a mul-
timodal Transformer-based branch attached to intermediate features
of unimodal models of each modality, hence each unimodal model
becomes a separate branch. The multimodal branch is jointly co-
trained with resulting unimodal branches, and shares early feature
extraction layers with the unimodal branches. Additionally, knowl-
edge transfer between the multimodal Transformer and the unimodal
branches is achieved by optimizing a multi-task objective. During
inference, the multimodal branch as well as branches correspond-
ing to modalities that are not of interest are dropped, restoring the
original architecture of the unimodal model, but with parameters op-
timized during multimodal training. Overall, a schematic represen-

Fig. 2: Example of a multimodal Transformer with three modalities A, B,
and C.

tation of the proposed approach, with two example modalities A and
B, is outlined in Figure 1.

As can be seen, data of each modality i, Xi, is input to a se-
quence of layers serving as backbone for both unimodal and multi-
modal branches, resulting in feature representation Φi for modality
i. Further, Φi is processed with the remaining part of the unimodal
branch, as well as the multimodal Transformer branch (as described
further) independently, where each branch has its own task-specific
head that optimizes the task-specific objective Ltask (e.g., cross-
entropy for classification tasks). Additionally, a knowledge trans-
fer objective from stronger multimodal branch to weaker unimodal
branches Lkt is optimized, where Lkt can be represented by a vari-
ety of different objective functions, as will be discussed further.

Unimodal and multimodal branches as well as task-specific and
knowledge transfer objectives are optimized jointly. Shared feature
layers receive gradient updates from task-specific objectives of both
uni- and multimodal branches, hence forcing them to remain infor-
mative for both inference paths and avoiding the loss of modality-
specific information, while retaining information useful for modal-
ity fusion. In turn, knowledge transfer objective encourages the re-
maining segment of unimodal branch to learn in accordance with the
multimodal transformer, hence improving its performance.

3.1. Multimodal Transformer

Here, we describe the multimodal Transformer branch. Given fea-
ture representations of two modalities ΦA and ΦB , cross-modal at-
tention that fuses modality B into modality A is defined as:

Φ̂AB = softmax

(
WqΦAΦ

T
BW

T
k√

d

)
WvΦB , (1)

followed by another linear projection layer, where Wq , Wv , and
Wk are learnable projection matrices, d is the feature dimension-
ality, and ΦA and ΦB are features of modalities A and B. This
is generally referred to as cross-attention and it is a generalization
of the self-attention mechanism [11] where queries originate from
modality A and key-value pairs originate from modality B. Simi-
larly, fusion of modality B into modality A is achieved by learning
queries from modality B and key-value pairs from modality A.

The overall multimodal Transformer branch is similar to the
one proposed in [6] and consists of the previously defined cross-
attention blocks, optionally followed by unimodal self-attention
blocks in each modality, as shown in Figure 2. That is, for fusion of
two modalities A and B, two cross-attention blocks A− > B and
B− > A are employed and their resulting features concatenated,



and in the case where the number of modalities is greater than two,
pair-wise cross-attention blocks are calculated within each pair. The
prediction head is unimodal model-specific.

3.2. Unimodal branches

The proposed approach is agnostic of underlying unimodal models
and can be combined with an arbitrary architecture. For the sake
of completeness, we describe several examples of architectures used
in our experimental evaluation further. For the task of dynamic ges-
ture recognition based on RGB and Depth modalities, each unimodal
branch is either an I3D [18] or MobileNetv2 [19] architecture, pri-
marily based on 3D convolutional layers. The multimodal branch
in I3D variant is attached after “Mixed 4f” layer, and in the case
of MobileNetv2, prior to the last two convolutional blocks. Hence,
the majority of the layers is shared between the multimodal and uni-
modal branches. The extracted 3D convolutional features Φ have
the shape of B × C × T × H × W , on which we perform spatial
mean pooling, resulting in B×C×T input tokens input to the multi-
modal Transformer. For the task of audiovisual emotion recognition,
we adopt an architecture similar to [3], with vision branch being the
EfficientNet backbone followed by blocks of 1D-Convolutional lay-
ers, and audio branch is also a set of 1D-Convolutional layers. Here,
we add multimodal Transformer branch on the output of “Stage 1”
convolutional block in both branches. This can be compared to ‘in-
termediate transformer’ fusion described in [3], where outputs of
multimodal Transformers are not fused back to their corresponding
branches, but instead connect to their own output layer.

3.3. Multi-task training objective

The overall training objective is given by

L = α
M∑

i=1

Li
kt + β

M∑

i=1

Li
task + γLmm

task, (2)

where i is the modality indicator, Li
task is task-specific objective for

branch of modality i, Lmm
task is the task-specific objective of the mul-

timodal branch, and Li
kt is the knowledge transfer loss from multi-

modal branch to unimodal branch i, and α, β, γ are scaling coeffi-
cients. A multitude of objective functions can serve the purpose of
knowledge transfer. Here, we consider three cases, which we refer to
as decision-level alignment, feature-level alignment, and attention-
level alignment.

In decision-level alignment objective, the goal is to transfer
high-level information about predictions and class probability dis-
tributions from stronger multimodal branch to weaker unimodal
branch. To achieve this, for standard classification tasks, we for-
mulate knowledge transfer as knowledge distillation task [20] and
optimize KL-divergence LKL

kt between soft pseudo-labels generated
by multimodal branch and softmax outputs of unimodal branches.
Soft probability distribution between classes is achieved by applying
temperature T > 1 to predicted class probabilities. Such knowledge
transfer allows the unimodal model to capture fine-grained class
boundaries from the stronger multimodal model.

In feature-level alignment objective, the goal is to transfer
broader semantic feature-level information from multi- to unimodal
branch. Such formulation can be more general and suitable for a
wider variety of tasks. For this goal, we adopt cosine similarity
Lcos

kt = ϕA·ϕB
||ϕA||·||ϕB || between the final hidden layer output features

of the multimodal and unimodal branches, hence promoting the
transfer of feature-level semantic information, aimed at improving
the performance of task at hand.

Lastly, when unimodal branch architectures are also Transformer-
based, a mechanism that we refer to as attention-level alignment can
be employed. Here, knowledge transfer can be achieved by align-
ing self-attention probability distributions over temporal tokens in
unimodal and multimodal branches. Intuitively, tokens in multi-
modal Transformer attend to tokens of other modalities globally
via self-attention in cross-modal Transformer blocks. Subsequently,
unimodal Transformer blocks in multimodal Transformer operate
over tokens that have already ‘seen’ corresponding tokens of other
modalities. The softmax probabilties of unimodal self-attention in
final stages of multimodal Transformer can then be distilled to the
corresponding unimodal branches similarly to the first case, by cal-
culating KL-divergence over soft pseudo-labels. We further refer to
this approach and objective function as Latt

kt .

4. EXPERIMENTAL EVALUATION

As described earlier, to the best of our knowledge the few exist-
ing methods aimed at unimodal inference with multimodal training
are primarily suitable for well-paired modalities as they rely on
fine-grained spatial information transfer or modality reconstruc-
tion/hallucination. This makes their application in more general
scenarios and more heterogeneous modalities largely non-trivial if
not impossible. On the other hand, our proposed approach is gener-
alized and makes no assumption on the underlying data. Therefore,
to show the effectiveness of our method, we compare the models
trained within our framework to unimodal counterparts proposed
in recent literature [3, 6, 18, 19] on a variety of tasks and modal-
ities of different types, and show that our proposed approach im-
proves their performance. We perform experiments on three tasks
/ datasets: egocentric dynamic gesture recognition using EgoGes-
ture dataset [4], audiovisual emotion recognition using RAVDESS
dataset [21], and multimodal sentiment analysis on CMU-MOSEI
dataset [22]. We train independently unimodal models with avail-
able modalities; multimodal model comprised of shared layers and
multimodal Transformer; and the proposed multimodal architecture
with knowledge transfer trained jointly, where we evaluate each of
the resulting unimodal and multimodal branches independently. In
each dataset, we report the performance on the test set, with the
model selected based on best performance on the validation set.
Each modality model is selected independently from other modal-
ities and knowledge transfer loss weight is a hyperparameter. Best
result is highlighted in bold, and results outperforming the baseline
are underlined.

Method Acc-RGB Acc-Depth Acc-MM
MobileNetv2 [19] 86.07 86.67 87.64
MobileNetv2-LKL

kt (ours) 88.57 88.34 89.19
I3d [18] 90.69 90.64 91.78
I3d-LKL

kt (ours) 91.96 91.84 92.78
Ablation studies

I3d-LKL
kt , no know. trans. 90.54 90.32 92.32

I3d-LKL
kt (ours) - frozen 91.74 91.82 92.73

Table 1: Results on EgoGesture dataset.

Hand gesture recognition. For egocentric dynamic hand ges-
ture recognition, we use EgoGesture dataset [4, 23], which is a hand
gesture recognition dataset comprised of RGB and Depth modalities
and including 83 hand gesture classes depicted in 24,161 short hand
gesture clips, performed by 50 subjects. Unimodal branches are as



described in Sec. 3.2, and multimodal branch is comprised of a mul-
timodal Transformer attached to intermediate layers of Depth and
RGB branches. As this task is formulated as a video classification
problem, we adopt decision-level alignment for knowledge transfer,
and minimize KL-divergence with T = 5 between soft output prob-
ability distributions of multimodal and unimodal branches.

Table 1 shows the results of the proposed approach. As can
be seen, the proposed training framework outperforms the unimodal
counterparts on both modalities and both architectures, leading to up
to 2.5% improvement in accuracy. Interestingly, we observe that the
proposed approach also improves the performance of the multimodal
branch when it is trained in conjunction with unimodal branches,
compared to the multimodal branch trained independently. This
shows that providing unimodal feedback during training forces the
shared feature layers to retain more information specific to each in-
dependent modality, hence improving the multimodal performance.

Method Acc-Audio Acc-Video Acc-MM
Unimodal models [3] 60.92 60.00 64.92
MM-LKL

kt (ours) 63.16 63.16 66.33

Table 2: Results on RAVDESS dataset.

Audiovisual emotion recognition. For audiovisual emotion
recognition we employ the RAVDESS dataset [21] which consists
of face and speech recordings of 24 actors acting out 8 emotions and
posing a classification task, with 60 video sequences recorded for
each actor. The architecture follows the description in Section 3.2,
with unimodal models trained from scratch. Knowledge transfer
loss Lkt is the KL-divergence between soft outputs with T = 5 and
the task-specific loss is standard cross-entropy. Table 2 shows the
results obtained in audiovisual emotion recognition tasks. As can be
seen, the findings are consistent with those obtained in previous task,
and the proposed approach improves both unimodal counterparts by
up to 3%. Similarly, the multimodal branch is improved as well.

Method MAE Corr Acc 7
Audio [6] 0.8146 0.2395 41.05
A-Lcos

kt (ours) 0.8125 0.2812 40.76
A-Latt

kt (ours) 0.8111 0.2493 41.17
Vision [6] 0.8079 0.2313 42.18
V-Lcos

kt (ours) 0.8028 0.2774 42.18
V-Latt

kt (ours) 0.7978 0.2680 42.73
Text [6] 0.6290 0.6481 48.72
T-Lcos

kt (ours) 0.6199 0.6570 49.62
T-Latt

kt (ours) 0.6203 0.6537 49.02
Multimodal [6] 0.6407 0.6748 48.72
MM-Lcos

kt (ours) 0.6273 0.6793 49.32
MM-Latt

kt (ours) 0.6331 0.6625 49.09

Table 3: Results on MOSEI dataset.

Multimodal sentiment analysis Next, for the task of multi-
modal sentiment analysis, we perform experiments on the unaligned
version of CMU-MOSEI dataset [22], which contains 23,454 utter-
ances extracted from movie review video clips taken from YouTube.
The dataset consists of audio, vision, and text modalities, where each
utterance is labeled with a sentiment score in the range [−3, . . . , 3]
by human annotators. Since the dataset poses the regression task, the
model is optimized with L1 loss as task-specific objective, and we
evaluate both feature-level and attention-level alignment knowledge
transfer objectives Lcos

kt and Latt
kt . We follow the standard proto-

col of the dataset and report mean average error, correlation with
human annotations (annotations are obtained from multiple annota-
tors), and 7-class accuracy. We report average results over 3 random

RGB Depth MM
MobileNetv2 [19] 86.07 86.67 87.64

α=1 87.24 87.78 88.87
α=5 88.57 88.34 89.19
α=10 87.80 87.82 88.35
α=20 87.18 87.36 88.18

Table 4: Results with different α on EgoGesture

seeds. Unimodal models are as described in Sec. 3.2 and follow the
method of [6], and the multimodal branch is identical to Figure 2.

Table 3 shows the results on the CMU-MOSEI dataset. Firstly,
we observe that in our baseline experiments, text-only model outper-
forms the multimodal one (which is rather consistent with previous
works, where text modality performance often lies close to the mul-
timodal one [6]), while the text model trained under our proposed
framework outperforms both of them. In fact, the proposed approach
outperforms the baselines on all the modalities compared to uni-
modal models, with especially big increase observed in correlation
metric, and the multimodal branch also outperforms the multimodal
model trained independently. We observe that feature-level loss is
more beneficial for improving the stronger text modality, and sub-
sequently the multimodal branch. In turn, attention-level alignment
shows to be more beneficial for audio and vision modalities. This
shows that multimodal branch is mainly driven by the text modal-
ity (judging by their performance), hence features of the final hidden
layer are likely to be more easily transferable to unimodal text branch
than audio or vision branches. Instead, audio and vision branches
can benefit from softer attention-level alignment, which does not en-
force strong similarity to other modality, but instead, to tokens of the
same modality enriched with multimodal information.

Ablation studies We perform a few ablations on the EgoGes-
ture dataset. First, as our primary goal is to improve the unimodal
branches, we train an architecture identical to the one described ear-
lier, but the shared weights are only updated from the uni-modal
branch, and are frozen in the multimodal path. The results can be
seen in Table 1, the freezing of the layers does not have a significant
effect on the model, with unimodal models being marginally below
the standard variant. Next, we investigate the effect of the knowledge
transfer loss and train the identical model but without optimization
of the knowledge transfer objective from the multi-modal to the uni-
modal branch. As can be seen in Table 1, multi-modal branch still
outperforms the one trained from scratch (showcasing again the ben-
efits of unimodal gradient updates to the shared layers), but unimodal
branches retain the unimodal performance, hence showing the effect
of the knowledge transfer loss. We are additionally providing abla-
tions on the α (coefficient of the knowledge transfer loss), with β
and γ (task-specific losses) fixed to 1, which can be seen in Table 4
using EgoGesture dataset and MobileNetV2. As can be seen, any α
outperforms the baseline, while the best result is achieved at α=5.

5. CONCLUSION

We have presented a general framework for improving performance
of an arbitrary unimodal model with multimodal training that in-
volves co-training of the unimodal models with multimodal Trans-
former and multi-task objective aimed at knowledge transfer from
multimodal to unimodal branches. The proposed approach shows
improved performance on 3 tasks of different modalities and struc-
tures. We also found that providing unimodal feedback to early lay-
ers of multimodal model aids its performance in a multimodal set-
ting. Future work may include research on higher adaptiveness of
the co-training, such that not all unimodal models are co-trained in
the same manner, but instead relatively to their capacity.
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Abstract: Deep Learning (DL) has brought significant advancements in recent years, greatly enhancing various challeng-
ing computer vision tasks. These tasks include but are not limited to object detection and recognition, scene
segmentation, and face recognition, among others. DL’s advanced perception capabilities have also paved
the way for powerful tools in the realm of robotics, resulting in remarkable applications such as autonomous
vehicles, drones, and robots capable of seamless interaction with humans, such as collaborative manufactur-
ing. However, despite these remarkable achievements in DL within these domains, a significant limitation
persists: most existing methods adhere to a static inference paradigm inherited from traditional computer vi-
sion pipelines. Indeed, DL models typically perform inference on a fixed and static input, ignoring the fact
that robots possess the capability to interact with their environment to gain a better understanding of their
surroundings. This process, known as ”active perception”, closely mirrors how humans and various animals
interact and comprehend their environment. For instance, humans tend to examine objects from different an-
gles, when being uncertain, while some animals have specialized muscles that allow them to orient their ears
towards the source of an auditory signal. Active perception offers numerous advantages, enhancing both the
accuracy and efficiency of the perception process. However, incorporating deep learning and active perception
in robotics also comes with several challenges, e.g., the training process often requires interactive simulation
environments and dictates the use of more advanced approaches, such as deep reinforcement learning, the de-
ployment pipelines should be appropriately modified to enable control within the perception algorithms, etc.
In this paper, we will go through recent breakthroughs in deep learning that facilitate active perception across
various robotics applications, as well as provide key application examples. These applications span from face
recognition and pose estimation to object detection and real-time high-resolution analysis.

1 INTRODUCTION

In recent years, Deep Learning (DL) has led to signif-
icant advancements in a range of challenging com-
puter vision and robotic perception tasks (LeCun
et al., 2015). These tasks encompass but are not re-
stricted to object detection and recognition (Redmon
et al., 2016), scene segmentation (Badrinarayanan
et al., 2017), and face recognition (Wen et al., 2016),
among others. DL’s sophisticated perception capabil-
ities have also yielded potent tools for diverse robotics
applications, resulting in the emergence of impres-
sive use cases, such as self-driving vehicles (Bojarski
et al., 2016), unmanned aerial vehicles (drones) (Pas-
salis et al., 2018), and robots capable of seamless in-
teraction with humans, notably in collaborative man-
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ufacturing scenarios (Liu et al., 2019).
Despite the recent accomplishments of DL in

these domains, a notable limitation plagues most ex-
isting approaches since they adhere to a static infer-
ence paradigm, which follows the traditional com-
puter vision pipeline. Therefore, DL models perform
inference on a fixed and static input, ignoring the abil-
ity of robots, as well as cyber-physical systems (Li,
2018; Loukas et al., 2017), to interact with their en-
vironment in order to enhance their perception. For
example, we can consider the task of face recogni-
tion, where a robot captures a suboptimal profile view
of a subject to be recognized. A conventional static
perception-based DL model may struggle to identify
the subject from a specific angle, particularly if it
lacks training on profile face images for such angles.
However, it is often feasible for the robot to attain a
better and more distinguishing view by adjusting its
position relative to the human subject. Consequently,



in such scenarios, the same DL model will likely suc-
ceed in recognizing the subject after the robot repo-
sitions itself for a more suitable angle. This method-
ology, known as active perception (Aloimonos, 2013;
Bajcsy et al., 2018; Shen and How, 2019), enables
the manipulation of the robot or sensor to obtain a
clearer and more informative view or signal, ulti-
mately enhancing the perception capabilities and sit-
uational awareness of robotic systems. Note that this
process closely mirrors how humans and various ani-
mals engage with and percept their surroundings. For
instance, humans tend to explore different perspec-
tives when processing complex visual stimuli, while
many mammals possess specialized ear muscles that
pivot their ears toward the source of an auditory sig-
nal in order to acquire a clearer version of the sig-
nal (Heffner and Heffner, 1992).

A number of recent, although relatively basic, ap-
proaches have illustrated that active perception can
indeed enhance the perceptual capabilities of various
models. For example, works such as (Ammirato
et al., 2017) and (Passalis and Tefas, 2020), demon-
strated that developing a deep learning system that
predicts the next best move for a robot can signif-
icantly improve the accuracy of various perception
tasks, such as object detection and face recognition,
where the viewing angle, occlusions and the scale of
each object can have a significant effect on the percep-
tion accuracy. Similar findings have also been doc-
umented in more recent research spanning a variety
of domains (Han et al., 2019; Tosidis et al., 2022;
Kakaletsis and Nikolaidis, 2023). It is also impor-
tant to emphasize that active perception methodolo-
gies can also enable the development of less compu-
tationally intensive deep learning models. This oc-
curs because these models are trained to address a
less complex problem. For example, in (Passalis and
Tefas, 2020), it is demonstrated that more lightweight
face recognition models can be used when DL mod-
els can actively interact with the environment in order
to acquire a more informative frontal view of the sub-
jects.

However, training active perception models dif-
fers significantly compared to traditional static per-
ception approaches, since models must learn also the
dynamics of the perception process in order to pro-
vide control feedback. For example, an active face
recognition model should also learn how perception
accuracy varies as the robot moves around a subject,
as well as the direction in which a robot should move
in order to improve the accuracy of face recognition.
Therefore, it becomes clear that training active per-
ception models introduces additional challenges, both
with respect to acquiring the necessary data for train-

ing, as well as for extending the traditional (usually
supervised) learning pipelines to support such setups.

The main aim of this paper is to introduce the main
active perception approaches used for training DL-
based active perception models for different applica-
tions. To this end, we will first present and discuss
the different options for acquiring the necessary data
used for training active perception models. Next, we
will present different training approaches that extend
traditional supervised learning methods for active per-
ception or employ reinforcement learning methods
to provide active perception feedback. Finally, we
will discuss applications in various fields related to
robotics, as well as discuss implications and practical
issues.

The rest of this paper is structured as follows.
First, in Section 2 we present the different method-
ologies for acquiring data for active perception, while
in Section 3 we present different learning approaches
that are used for training active perception DL mod-
els. Then, in Section 4, we provide an overview of
applications for different perception applications. Fi-
nally, Section 5 concludes this paper.

2 Data for Active Perception

As discussed in Section 1, training active perception
models requires a shift from traditional static percep-
tion methods, presenting a distinctive challenge. This
distinction arises from the necessity for active percep-
tion models to not only grasp the static aspects of ob-
ject recognition but also to encompass the dynamics
inherent in the perception process, allowing them to
generate control feedback. For instance, when con-
sidering an active face recognition model, the model
should acquire knowledge concerning the optimal di-
rection in which the robot should navigate to enhance
the accuracy of face recognition. Unfortunately, a no-
table constraint emerges as a significant portion of
the available datasets does not inherently facilitate the
training of models for active perception tasks. Current
literature can be roughly categorized into three dis-
tinct methodologies that can be used for getting data
suitable for active perception: a) simulation-based
training, b) multi-view dataset-based training, and c)
on-demand (synthetic) data generation. An overview
of the different approaches, among with benefits and
drawbacks, is provided in Table 1.

Ideally, an active perception model would learn
as it interacts with its environment. However, get-
ting ground truth data in real-time is typically infea-
sible. Therefore, in most cases, active perception
models are trained in an offline fashion. The first



Table 1: Comparing different approaches that can be used for acquiring data that can be used for training active perception
models

Approach Benefits Drawbacks Examples

Simulation-based train-
ing

flexible, any movement
can be simulated

computationally-demanding,
sim-to-real gap

(Ginargyros et al., 2023; Tzi-
mas et al., 2020; Tosidis et al.,
2022)

Multi-view dataset-
based training

real data used, no sim-
to-real gap

limited flexibility, limited num-
ber of control actions, missing
data

(Passalis and Tefas, 2020;
Georgiadis et al., 2023)

On-demand (synthetic)
data generation through
manipulation

less susceptible to sim-
to-real gap, faster than
simulation-based train-
ing

less accurate simulation of con-
trol actions, perception dynam-
ics might not be accurately
modeled

(Dimaridou et al., 2023;
Passalis and Tefas, 2021;
Kakaletsis and Nikolaidis,
2023; Manousis et al., 2023;
Bozinis et al., 2021)

category of methods employs realistic simulation en-
vironments, e.g., as in (Tosidis et al., 2022; Ginar-
gyros et al., 2023), in order to simulate the effect
of various movements and allow the agent to learn
how perception accuracy varies when performing dif-
ferent actions. This approach provides great flexi-
bility since any action can be simulated and the ef-
fect of the movement of a robot can be easily ob-
tained. However, such approaches are computation-
ally demanding, since they rely on realistic simula-
tion environments and graphics engines, such as We-
bots (Michel, 2004) and Unity (Haas, 2014), slow-
ing down the training process. Furthermore, these
approaches are also hindered by the so-called “sim-
to-real” gap (Zhao et al., 2020), since the agents are
trained using data generated by a simulator.

The second category of approaches, called “multi-
view dataset-based training” in this paper, employs
datasets that contain multiple views of the same
scene. In this way, the effect of various movements
can be quantified by fetching the view that would
correspond to the result of the said movement. For
example, in (Passalis and Tefas, 2020), the multiple
views around a person are used to simulate the effect
of an agent moving around, enabling training active
perception models that learn how to maximize face
recognition accuracy. Such approaches can overcome
the issues of computational complexity and the “sim-
to-real” gap. However, they are often too restrictive,
since the datasets should already contain the images
that can be used for every possible action an agent
can perform. This often leads to huge datasets, as well
as to agents that can be trained for a limited number
of control actions. Furthermore, such approaches of-
ten have to handle missing data, since, in many cases,
there are missing data in the corresponding multi-
view datasets.

Then, methods that generate “on-demand” data

have also been proposed. Such approaches can try
to simulate the effect of various movements start-
ing from real data and then appropriately manipulat-
ing the data, e.g., simulating occlusions (Dimaridou
et al., 2023). Another approach is to generate multi-
ple views that can then be used either for deciding the
best course of action or training the agent (Kakaletsis
and Nikolaidis, 2023). These approaches fall in be-
tween simulation-based and multi-view dataset-based
approaches since they employ real images that have
been appropriately manipulated to simulate the effect
of active perception. Therefore, even though they are
less susceptible to the sim-to-real gap and they are
typically faster, they often provide less accuracy in
simulating the effect of active perception feedback,
leading to models that might fail to capture all details
of the dynamics of the active perception process.

3 Learning Methodologies for Active
Perception

Training active perception models also departs from
the typical supervised learning approach that is fol-
lowed in many perception applications, such as face
recognition (Wen et al., 2016), object detection (Red-
mon et al., 2016) and pose estimation (Zheng et al.,
2023). Active perception models should not only
analyze and understand their input but also provide
some kind of control feedback, that can be then sub-
sequently used for improving perception accuracy.
Therefore, they tend to incorporate elements typi-
cally found in planning (Sun et al., 2021) and con-
trol (Tsounis et al., 2020) approaches used in robotics
applications. The degree to which such elements
are part of each model depends on the specific ap-
plication requirements. In recent literature, two ap-
proaches are prevalent: a) deep reinforcement learn-



Table 2: Comparing different learning paradigms that can be used training active perception models

Approach Benefits Drawbacks Examples

Deep Reinforcement
Learning

directly optimizes the
active perception model

slow convergence, low sample
efficiency, (usually) requires
simulation environments

(Bozinis et al., 2021; Tzimas
et al., 2020; Tosidis et al., 2022)

Supervised Learning can work with any
kind of data, easier and
faster to train

requires carefully design
heuristics to construct ground
truth data

(Passalis and Tefas, 2020; Gi-
nargyros et al., 2023; Dimari-
dou et al., 2023; Manousis
et al., 2023)

ing (DRL)-based training and b) supervised training
through carefully designed ground truth. An overview
of these two different approaches, along with benefits
and drawbacks, is provided in Table 2.

DRL has achieved remarkable progress in recent
years, providing beyond human performance in many
cases (Mnih et al., 2013). Such approaches naturally
fit active perception, since they enable models to learn
how to provide control feedback to maximize percep-
tion accuracy through the interaction with an environ-
ment. Such approaches almost exclusively require
the use of a simulation environment to be trained.
Even though DRL methods enable discovering com-
plex policies that can directly optimize the objective
at hand, i.e., perception accuracy, they suffer from
low sample efficiency, long training times, and un-
stable convergence (Buckman et al., 2018). On the
other hand, the supervised method typically follows
an “imitation” learning training paradigm (Hua et al.,
2021), where the best actions to be performed are
found through an extensive search in the action space.
This is better understood with the following example.
A DRL-agent training to perform active face recogni-
tion, e.g., (Tosidis et al., 2022), would learn using the
reward signal from the environment, e.g., confidence
in correctly recognizing a person. On the other hand,
a supervised approach, such as (Passalis and Tefas,
2020), would first require simulating the effect of
various movements/actions and then provide ground
truth data on which action should the agent perform at
each step. This also enables supervised approaches to
work with any kind of data available, since the actions
to be evaluated can be dictated by the capacity of the
dataset to support the corresponding action. There-
fore, even though supervised approaches can provide
more stable and faster convergence and typically do
not require a complex simulation environment, they
rely on hand-crafted heuristic-based approaches to
constructing the ground truth data.

4 Active Perception for Robotic
Applications

Several recent active perception approaches have
been proposed for a variety of different applications.
In the rest of this Section, we briefly overview meth-
ods proposed for different applications, as well as
discuss practical issues that often arise in robotics.
Among the most prominent applications of active per-
ception is face recognition. Indeed, early DL-based
approaches extended embedding-based active percep-
tion methods into active ones by including an addi-
tional head that predicts the next best movement that
a robot should perform in order to increase face recog-
nition confidence (Passalis and Tefas, 2020). This ap-
proach assumes that the robot moves on a predefined
trajectory around the target in order to be compati-
ble with the multi-view dataset employed. Then, the
model is trained to both maximize face recognition
confidence, following a constrastive learning objec-
tive, as well as to regress the direction of movement
leading to the best face recognition accuracy. Note
that this direction is calculated by leveraging the mul-
tiple views available in the dataset and then selecting
the one that maximizes the confidence for the next
active perception step. The experimental evaluation
demonstrated the effectiveness of this approach over
static perception for a variety of different active per-
ception steps. However, this approach used a dataset
with a small number of individuals and a relatively
small number of possible control movements. Later
methods, such as (Dimaridou et al., 2023), build upon
this approach by a) simulating the effect of various oc-
clusions on large-scale face recognition datasets, and
b) regressing both the direction and distance the robot
should move.

A simple DRL approach for training a DRL agent
to perform drone control in order to acquire frontal
views that can be used for face recognition was ini-
tially proposed in (Tzimas et al., 2020), highlighting
the potential of DRL methods for active perception
tasks. A more sophisticated approach was also re-
cently proposed building upon DRL in (Tosidis et al.,



2022). This approach leverages a realistic simulation
environment, built using Webots (Michel, 2004), and
directly trains a DRL agent to perform control in a
drone that flies around humans in order to maximize
face recognition confidence. The experimental eval-
uation demonstrated that the trained agent was able
to perform control in a variety of different situations.
However, the sim-to-real gap remains with DRL ap-
proaches, which can be a limiting factor in directly
applying such approaches in real applications.

A supervised approach was also proposed for ob-
ject detection in (Ginargyros et al., 2023), where a
rich dataset for potential movements was built us-
ing a simulation environment. This approach enabled
the models to learn the object detection confidence
manifold for different types of objects, e.g., cars and
humans, while taking into account possible occlu-
sions, allowing them to perform control tailored to the
unique characteristics of different cases. To this end, a
separate navigation proposal network was trained ac-
cording to the confidence manifold of each object, en-
abling the model to learn to propose trajectories that
will maximize object detection confidence. At the
same time, this paper also revealed limitations that
are often intrinsic to the current state-of-the-art ob-
ject detection models, since it provided a structured
approach for revealing the confidence manifold of ob-
ject detectors. A dataset that can support active vision
for object detection was also proposed in (Ammirato
et al., 2017), and a DRL agent was also trained and
evaluated. This paper demonstrated that it is possible,
given the appropriate dataset and annotations, to di-
rectly train DRL agents to perform control for active
vision tasks.

Another line of research focuses on performing
virtual control, i.e., not physically altering the posi-
tion of a robot or the parameters of a physical sen-
sor, but rather selectively analyzing specific parts of
the input in order to improve perception accuracy,
while reducing the computational load. Such ap-
proaches can be especially useful in cases where high-
resolution input images must be analyzed, while the
object of interest lies only in a small area within the
input. An especially promising approach was pre-
sented in (Manousis et al., 2023), where the heat
map extracted from a low-resolution version of a
high-resolution image was used to drive the percep-
tion process. To this end, the proposed method first
identified a region of interest in the original image
by looking for potential activations (i.e., parts where
the DL model detects something, but not necessar-
ily with high confidence), in a low-resolution ver-
sion of the input, and then performed targeted crop-
ping into the high-resolution image in order to select

Figure 1: Active perception outputs can be represented in
a homogeneous way using an application agnostic control
specification defined by OpenDR (Passalis et al., 2022)

the area that needs to be analyzed. The experimen-
tal evaluation demonstrated that significant accuracy
and speed improvements can be acquired using the
proposed method. However, a limitation of such ap-
proaches is that as the size of the region of interest
grows, the performance benefit obtained using active
perception is becoming smaller. It is worth noting that
such approaches can be also easily adjusted to per-
form control of the parameters of a camera, e.g., phys-
ical zoom, in order to acquire signals that are easier to
analyze.

Another significant issue when implementing ac-
tive perception models is the existence of a common
way of expressing the outcomes of active perception.
This is especially important, since in many robotics
systems, different models might be employed for dif-
ferent perception tasks. Having to handle a com-
pletely different form of output for different models
significantly complicates the development process.
OpenDR toolkit (Passalis et al., 2022) has provided
a common application agnostic control specification
for standardizing such active perception outputs. This
specification ensures that algorithms designed for ac-
tive perception can effectively process the result. To
this end, four control axes have been identified, as
shown in Fig. 1. For all axes, it is assumed that the
robot moves in a sphere and a real value from −1 to
1 is provided for the movement on each axis. Using
this way of expressing the output of active percep-
tion approaches holds the credentials for simplifying
the development of active perception-enable robotics
systems, by enabling the the efficient re-use of com-
ponents related to handling and executing the feed-
back provided by active perception algorithms.

5 Conclusions

DL has revolutionized computer vision and robotics
by enabling remarkable advancements in perception



tasks. However, as discussed in this paper, a signif-
icant limitation persists in many existing DL-based
systems: the static inference paradigm. Most DL
models operate on fixed, static inputs, neglecting the
potential benefits of active perception – a process that
mimics how humans and certain animals interact with
their environment to better understand it. Active per-
ception offers advantages in terms of accuracy and ef-
ficiency, making it a crucial area of exploration for
enhancing robotic perception. While the incorpora-
tion of deep learning and active perception in robotics
presents numerous opportunities, it also poses sev-
eral challenges. Training often necessitates interac-
tive simulation environments and more advanced ap-
proaches like deep reinforcement learning. Moreover,
deployment pipelines need to be adapted to enable
control within perception algorithms. These chal-
lenges highlight the importance of ongoing research
and development in this field.
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