Hypersphere-based Weight Imprinting for Few-shot
Learning on Embedded Devices

Nikolaos Passalis, Alexandros losifidis, Moncef Gabbouj, and Anastasios Tefas

Abstract—Weight Imprinting (WI) was recently introduced as
a way to perform gradient descent-free few-shot learning. Due
to this, WI was almost immediately adopted for performing few-
shot learning on embedded neural network accelerators that
do not support back-propagation, e.g., Edge TPUs. However,
WI suffers from many limitations, e.g., it cannot handle novel
categories with multimodal distributions and special care should
be given to avoid overfitting the learned embeddings on the
training classes, since this can have a devastating effect on
classification accuracy (for the novel categories). In this paper,
we propose a novel hypersphere-based WI approach that is
capable of training neural networks in a regularized, imprinting-
aware way effectively overcoming the aforementioned limitations.
The effectiveness of the proposed method is demonstrated using
extensive experiments on three image datasets.

Index Terms—Weight Imprinting, Few-shot Learning, Edge
TPU, Embedded Deep Learning

I. INTRODUCTION

Deep Learning (DL) has achieved remarkable results on a
wide range of difficult problems [1], from image and video
analysis to natural language processing and visual questioning
answering. However, DL models are especially computation-
ally intensive, both during the training and inference. Even
though the use of Graphics Processing Units (GPUs) and
Tensor Processing Units (TPUs) has led to significant perfor-
mance improvements, both in terms of training/inference speed
and energy consumption, they remain too bulky and energy-
intensive to be used in most embedded applications, where
significant energy and weight constraints exist [2]. This led
to the development of embedded neural network accelerators,
specifically designed to accelerate only the inference process,
e.g., Edge TPUs. Even though these devices led to tremendous
improvements in terms of operations/Watt, most of them suffer
from the same limitation: they cannot be used to further
train the network using back-propagation. This limits their
usefulness under open-world settings, where the models must
be able to continuously adapt to emerging categories that were
not seen during the training, which is especially challenging
for several robotic perception scenarios [3], as well as for a
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wide range of different multimedia applications [4], [5], [6],
[7]. Therefore, the models should be able to draw connections
and generalize their knowledge to new novel classes using
only a few labeled examples, usually acquired during their
interaction with the world. This problem is known as low-
shot learning or few-shot learning [8], [9], [10], [11]. Note
that zero-shot learning [12], [13], [14], is a related extreme
case of the same problem, in which no labeled samples are
available for each category.

It is worth noting that even though several methods have
been recently proposed for few-shot learning, only a few of
them are suitable for inference-only neural network accel-
erators. Among them, Weight Imprinting (WI) was recently
proposed as a way for performing gradient descent-free few-
shot learning [15]. WI allows for directly expanding the set of
categories which a neural network can recognize by directly
imprinting a new weight vector in the last layer of the network,
without requiring back-propagating through the network. This
is done by simply calculating the average embedding vector
w; of the new (i-th) category using a few training samples
and then calculating its similarity with the embeddings ¢(x),
extracted through the penultimate layer of the network, where
x is the input to the network. Therefore, the probability that
the input x belongs to the class ¢ can be readily calculated,
without performing any additional learning, as:

pi(x) = exp (ew! ¢(x))

’ > exp (ewf ¢(x))’
where c is a trainable scaling factor (fixed during the inference
process). Note that the embedding vectors are normalized to
have unit [? norm, and, as a result, w! ¢(x) equals to the
cosine similarity between the two vectors. Also, using the
scaling factor c ensures that the cosine similarity will range
between —c and ¢, allowing for effectively training the network
without imposing a strict lower-bound on the cross-entropy
loss [15]. This process found an immediate application on
edge accelerators, e.g., Edge TPUs, since it can be readily
applied to any neural network simply by extending the last
fully connected layer.

WI, despite its immediate adoption, suffers from many
limitations. First, it assumes that the distribution of the new
categories will be unimodal. This assumption is mostly true for
the distribution of classes presented to the network during the
training process. However, this is not always the case for novel
categories for which the network has not been optimized [15].
Furthermore, the process of imprinting can negatively affect
the accuracy of the network for the existing categories, if
there is a significant overlap between the class boundaries.

(D



Train Classes (c = 1) Train Classes (c = 10)

(] ° 0 ° 0
o 1 ." e 1
.
2 . 2
. 3 3
o 4 o 4
.
L
3 K
.
* oo
o°

Fig. 1. Weight Imprinting: Visualizing the embeddings for two different initial
values of ¢ using the MNIST dataset and the setup described in Section III.
The data were visualized by projecting them into 2 dimensions using PCA.

TABLE I
EFFECT OF PARAMETER ¢ ON WEIGHT IMPRINTING

c | 1-shot 2-shot 5-shot

1 43.19 +£ 3.0 43.26 + 3.2 43.02 + 0.6
10 57.51+5.8 58.35 +6.4 64.49 + 3.2
20 54.59 + 4.0 57.10 £ 2.9 62.30 + 2.9

Results reported on the MNIST dataset using the setup described in Sec-
tion III. Classification accuracy (%) on all the classes (novel and training) is
reported.

WI does not provide any efficient mechanism for detecting if
adding a new category will negatively impact the existing ones.
Finally, the impact of the scaling factor ¢ was not thoroughly
discussed in [15]. We experimentally found out that the initial
value of ¢ can significantly affect the behavior of the model
in some cases. For smaller initial values of ¢ the embeddings
tend to gather closely around the class prototypes, while for
larger initial values of ¢ the embedding vectors are spread
around each class prototype w;. This behavior is illustrated in
Fig. 1 (please refer to Section III for more details on the setup
used for this experiment). This does not only affect how the
embeddings are distributed through the space, but it has also a
significant impact on the classification accuracy, as shown in
Table I. Using larger initial values of ¢ (up to a point) leads to
better classification performance. Therefore, we observe that
the embeddings that maintained larger variance around the
prototypes allowed for performing better weight imprinting
later on.

These observations hint to a direct connection between
maintaining the variance of the embeddings around the proto-
types and the generalization abilities of a representation/model
on unknown classes. This is not a surprising result, since it
is well known that overfitted representations almost always
lead to worse generalization (after a certain point) [16]. This
naturally leads us to the following question: Is it possible
to design a representation in which the variance around the
prototypes will be deliberately controlled to achieve the perfect
balance between overfitting and underfitting instead of relying
on early-stopping, implicit regularization or other heuristics
to maintain enough variance? Also note that maintaining
the variance will allow more information about the in-class
similarities/dissimilarities to be encoded in the resulting rep-
resentation.
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Fig. 2. Hypersphere-based Weight Imprinting: The representation space is
constructed in a way that natively supports imprinting, spreads the embeddings
in hyperspheres with radius r (the in-class variance is better preserved) and
allow for detecting when the imprinting process cannot be performed safely
(e.g., potential overlap between the novel class and the j-th class).

Motivated by the aforementioned observations, in this pa-
per we propose a novel weight imprinting method for few-
shot learning that can overcome the limitations of WI by:
a) learning a regularized representation that maintains the
variance around the prototypes in a structured way, while
natively supporting weight imprinting and few-shot learning,
b) providing a way to directly handle novel categories with
multimodal distributions, and c¢) allowing for detecting before-
hand if imprinting a new category will significantly affect the
performance of the model for the rest of the categories. An
open-source implementation of the proposed method, along
with code that can be used to reproduce the conducted
experiments, will be available online at [17].

To the best of our knowledge, this is the first work that
provides a structured way to perform imprinting-aware neural
network training, while at the same time proposing a sim-
ple, yet efficient classification scheme for few-shot learning.
Compared to the weight imprinting method proposed in [15],
the proposed method models each class using a hypersphere,
instead of just using a softmax-based classification formu-
lation. This allows for learning a more regularized feature
space that leads to better generalization on unknown classes by
maintaining the variance around each class prototype, as well
as being able to handle multimodal classes by using multiple
prototypes per class.

The rest of this paper is structured as follows. First, the
proposed method is derived and discussed in Section II. Then,
the proposed method is evaluated and compared to regular WI
under different scenarios in Section III. Finally, conclusions
are drawn in Section IV.

II. PROPOSED METHOD

The proposed method, called Hypersphere-based Weight
Imprinting (HWI), learns a carefully designed feature space



to more effectively support weight imprinting. To this end,
it employs a centroid-based loss which uniformly distributes
the embedding vectors within a radius r around each pro-
totype (centroid). Furthermore, to ensure that the prototypes
are discriminative enough it is required that the minimum
distance between two prototypes is at least p > 2r. This
process is illustrated in Fig. 2. After learning a representation
that fulfills the aforementioned requirements we can directly
classify a new sample, perform gradient descent-free few-
shot learning, detect and handle multimodal novel classes
and detect intrusion to the existing classes that can lower the
performance of the model.

Neural network training: First, we will describe the proposed
imprinting-aware training process. Let ¢(x) € R™ be the
output of a neural network, where m is the dimensionality of
the embeddings extracted from the network, when presented
an input sample x. Also, let w; be the prototype vector for the
i-th class used during the training process and &; be the set
of samples that belong to the class 7. Then, to ensure that the
embeddings will be uniformly distributed around each class
prototype w; € R™ we define the appropriate class-induced
loss as:

1 <&
Lo=5D. D (lé(x) = will2—ar)*, 2)

=1 x€X;

where N is the total number of training samples, N¢ is the
total number of training classes, ||-||> denotes the I?> norm of
a vector and « € [0,1] is a number drawn uniformly from
the range [0...1]. During the optimization a different random
value is drawn for o for each sample and iteration, leading
to a uniform distribution of the embeddings within a radius
r from each w;. Even though this process does not ensure
that the full space around w; will be occupied, it ensures that
the embeddings will be sampled uniformly at various radiuses
around the corresponding center, significantly improving the
generalization abilities of the representation, as we will also
demonstrate later in Section III. Note that by setting r = 0,
the loss L.ss degenerates to the regular center loss [18].
Furthermore, to further model the uncertainty regarding the
class prototypes, we can use Gaussian noise to corrupt the
prototypes as w; = w; + N (0,0). The effect of varying the
radius r is demonstrated in the toy example of Figure 3. For
radius equal to » = 0 the model compresses the embeddings
around the prototypes (whether a collapse will happen or
not depends on the ability of the neural network to overfit
the data), while for larger values the embeddings are spread
around the prototypes as desired, ensuring that the in-class
variance is maintained.

At the same time, each prototype w; is required to be at a
distance of at least p from each other prototype (to ensure that
there is no overlapping between the hyperspheres that enclose
the embeddings of each class). To this end, we also define the
prototype loss as:

Nc  Nc

1
L,=———— max(0,p — ||w; — w;l|2).
(3)

Train Classes (r=0) Train Classes (r=2)

e 0 e 0
e 1 e 1
LY ERE &
3 3
e 4 e 4 *
L 4
gy,
L)
&
Train Classes (r=6) Train Classes (r=8)
e 0 . o e 0
e 1 L] h e 1
2 ﬁ ‘e, e 2
3 & o« % 3
® 4 . # ® 4
¥ :
.
'
.
n,
L
®a, . o
. i'i .
.

Fig. 3. Visualizing the embeddings learned for different radiuses r using
the MNIST dataset and the setup described in Section III. The data were
visualized by projecting them into 2 dimensions using PCA.

Let W denote the parameters of the model ¢(x), along
with the prototype vectors w;. The proposed method employs
gradient descent to optimize these parameters in order to
minimize both the class-induced loss and the prototype loss:
L = L.+ ~L,, where vy is a hyper-parameter that alters the
weight of the prototype loss (set to 1 for all the experiments
conducted in this paper). Therefore, at each training iteration,
a batch of data is sampled and the parameters of the model

are updated as: or

AW = W (G))
Classifying a sample: To classify an input sample we can
directly choose the class that corresponds to the prototype
with the smaller distance to the extracted embedding ¢(x).
The network can be used in a similar fashion as a one
trained using the softmax activation simply by using a final
classification layer that calculates the membership value for
each prototype/class probabilities as:

() -

pi(X) = .
1+ [lo(x) — wil[2

Performing few-shot learning: To perform few-shot learning

we can simply augment the final classification layer with an
additional prototype vector w,, calculated as:

1
=% > o), (6)

xeXy,

(&)

Wnp

where X, is the set that contains the training samples for a
novel category. Note that similarly to regular WI, no gradi-
ent descent-based optimization is required for extending the
classifier to support novel classes. However, as we further
demonstrate in Section III, the regularized nature of the
learned feature space leads to significantly better performance
compared to regular WI.

Detecting and handling multimodal novel categories: There
are several ways to detect if the distribution of a novel
class is indeed multimodal, including, but not limited to,



the bandwidth test [19], and the runt test [20]. Any of
these approaches can be combined with the proposed method
to allow for detecting whether the distribution of a class
is multimodal. Furthermore, the proposed hypersphere-based
formulation also provides a straightforward way to discover
multimodal classes: the embedding vectors extracted for a
novel category are clustered and the distance between the
cluster centroids is measured. If we detect centroids that are
at distance greater than r from each other, then a hypersphere
with radius of r cannot enclose the embeddings of the novel
class. To address this, we can simply add one or more
prototypes (according to the number of centers that are at
distance greater than r) to model the distribution of the novel
class. In this way, one class can be represented using more
than one prototype. On the other hand, if the centers of the
clusters are within a radius of 7, then we assume that proposed
classification scheme can directly handle the distribution of
the novel class (even though there is no guarantee that the
distribution is not multimodal). The proposed way of handling
multimodal classes is straightforward to implement when the
proposed hypersphere imprinting approach is used and allows
for improving the accuracy of the proposed method, as further
demonstrated in Section III.

Detecting intrusions: We can directly detect if a novel pro-
totype w,, will intrude an existing class simply by measuring
the distance between the prototype and each other prototype
as: d; = ||wp, — wyl|2. If min;(d;) < r, then at least one
hypersphere of an existing class will be intruded by the novel
class. This can be regarded as a hint that imprinting will fail
and cannot be used to support the specific novel class. In this
case, the model should be probably re-trained off-line using
another few-shot learning method.

III. EXPERIMENTAL EVALUATION

The proposed method was evaluated using three differ-
ent image datasets, the MNIST dataset [21], the Caltech-
UCSD Birds 200-2001 (CUB-200-2011) dataset [22], and
the Animals with Attributes (AwA2) dataset [23]. For the
MNIST dataset the first 5 classes were used to train the
model, while the remaining 5 classes were used for few-
shot learning and evaluation. For the CUB-200-2011 dataset,
we followed the evaluation setup proposed in [15]. For the
AwA?2 dataset [23] the first 40 classes were used for training
the model, and the rest of the classes were employed for
evaluating the performance of the proposed method. The
performance evaluation was repeated 5 times using different
training samples for the novel classes (except for the hyper-
parameter evaluation experiments) and the mean and standard
deviation is reported. For the MNIST dataset the employed
neural network was composed of a 3 X 3 convolutional layer
with 32 filters, followed by a 2 x 2 max pooling layer, another
3x 3 convolutional layer with 64 filters, an additional 2 x 2 max
pooling layer and a fully connected layer with 256 neurons.
An InceptionV1 architecture [24], pretrained on the Imagenet
dataset was used for the CUB-200-2011 dataset. The last fully
connected layer of the InceptionV1 architecture was discarded
and replaced with a fully connected layer with 256 hidden

TABLE II
EVALUATING THE EFFECT OF THE HYPER-PARAMETERS p ON THE 2-SHOT
LEARNING ACCURACY OF THE PROPOSED IMPRINTING METHOD

Min. Distance p \ Novel Split Combined Split

1 56.28 77.79

2 56.24 77.42

5 58.53 78.66

10 61.02 80.06

20 53.82 76.51
TABLE III

EVALUATING THE EFFECT OF THE HYPER-PARAMETERS 7 ON THE 2-SHOT
LEARNING ACCURACY OF THE PROPOSED IMPRINTING METHOD

Radius r \ Novel Split Combined Split
0 61.02 80.06
4 64.51 80.59
5 69.57 81.55
6 66.86 78.26

neurons, following the approach used in [15]. For the AwA2
dataset we used a pretrained ResNetl01 to extract feature
vectors (as described in [23]) that were then fed to two fully
connected layers with 2048 and 512 neurons respectively. The
relu activation function was used for all the layers. The models
were trained using the Adam optimizer with a learning rate
of 1073 for 20 training epochs for the MNIST dataset and
of 10~ for 20 training epochs for the AwA?2 dataset. For
the CUB-200-2011 dataset, the added fully connected layers
were pre-trained for 10 epochs using a learning rate of 1073,
followed by 10 additional full training epochs using a learning
rate of 1074

First, we evaluated the effect of altering the minimum
distance p between the different class prototypes w;, while
keeping the radius fixed to » = 0. The results are presented in
Table II. Increasing the minimum distance between the class
prototypes seems to have a positive effect on the classification
accuracy, both for the novel split (denoted by “Novel”) and
the combined split of novel and training classes (denoted by
“All”). This was expected since the learned representation is
not capable of perfectly collapsing the embeddings to the
corresponding prototypes, even though the radius was set to
r = 0. Therefore, keeping a quite large margin between
the different prototypes helps to reduce the risk of wrongly
classifying a sample.

Next, we also evaluated the effect of altering the radius r on
the learned representation. In Section II it was conjectured that
spreading the training embeddings in a hypersphere of radius
r will have a positive regularization effect on the learned rep-
resentation by allowing the model to capture and better model
the in-class variations. Indeed, as demonstrated in Table III,
the classification accuracy increases by more than 14% for the
novel split, and by 1.8% for the combined split. This confirms
our hypothesis that collapsing the embeddings to the class
centers, without any form of regularization, can significantly
reduce the classification accuracy, especially when dealing
with classes that were not seen during the training process
and using powerful models that can overfit the training data.



TABLE IV
MNIST: EVALUATING THE ACCURACY OF IMPRINTING METHODS ON THE
COMBINED NOVEL AND TRAINING CATEGORIES.

Method  Split | 1-shot 2-shot 5-shot

WI All 57.51 +5.8 58.35 6.4 64.49 + 3.2

HWI- All 73.274+4.7 79.46 £ 1.5 82.88 4+ 1.8

HWI All 73.66 + 3.9 79.09 +6.0 84.23+1.3
TABLE V

MNIST MULTIMODAL: EVALUATING THE ACCURACY OF IMPRINTING
METHODS ON THE NOVEL CATEGORIES.

Method  Thres. | 2-shot 4-shot 10-shot

WI - 55.81 £11.7 65.17 £12.3 78.89 £ 2.6
HWI- - 42.07 £ 6.5 47.40 + 9.6 55.47 + 2.4
HWI - 60.95 + 4.0 71.03 £5.5 75.69 £ 1.0
HWI-M 5 62.36 &+ 3.4 70.00 £ 5.3 75.69 £ 1.0
HWI-M 4 66.47 + 5.0 71.52+2.3 75.11 £ 2.8
HWI-M 3 66.78 49 7399+56 8269+t1.5

Next, we evaluated the proposed method using a 1-shot, 2-
shot and 5-shot evaluation protocol on the MNIST dataset.
The results are reported in Table IV. Two variants of the
proposed method were evaluated: HWI-, where » = 0 and
o = 0 were used, and HWI, where r = 5 and ¢ = 0.05
were used. The proposed method was also compared to the
plain Weight Imprinting (WI) approach [15], using an initial
scaling value of ¢ = 10 (following the results of Table I).
Again, it was confirmed that using the proposed variance
preserving approach improves the performance over simply
using a center-based loss, allowing for outperforming the
regular WI method. It is worth noting that the accuracy for
all the evaluated methods is relatively low compared to the
state-of-the-art, since neither WI or the proposed method
perform any kind of optimization according to a discriminative
objective.

The proposed approach for handling multimodal novel
classes, abbreviated as “HWI-M”, was also evaluated using
an additional multimodal split of the MNIST dataset. This
split was compiled by merging two succeeding classes into
one, e.g., “0” and “1” were merged into a new class, “2”
and “3” into another, and so on. Then, the three first classes
(digits 0 to 5) were used for training and the remaining
two of them (6 to 9) for evaluating the few-shot learning
performance. The evaluation results are reported in Table V.
The employed threshold was used to detect whether a class
distribution is multimodal (by clustering the training data into
two clusters and measuring the distance between the resulting
centroids). If the distance of the resulting centers was greater
than the specified threshold, then two prototypes were used per
novel class. Again, note that the proposed variance-preserving
variant of HWI greatly outperforms the HWI- variant. Using
the multimodal variant HWI-M allows for further improving
the accuracy of the proposed method, outperforming all the
other evaluated approaches.

The proposed method was also evaluated using the CUB-
200-2011 dataset, which allows for a direct comparison with
the original weight imprinting approach, as presented in [15].

TABLE VI
CUB-200-2011: EVALUATING THE ACCURACY OF VARIOUS METHODS ON
THE NOVEL CATEGORIES.

Method 1-shot 2-shot 5-shot
Generator [11] 18.56 19.07 20.00
Match. Nets [25] 13.45 14.75 16.65
WI [15] 21.26 28.69 39.52
WI + FT [15] 18.67 30.17 46.08
WI 24.88 +1.14 33.92 + 1.66 45.28 +1.40
HWI- 27.21 £1.63 35.49 4+ 1.05 45.45 + 1.11
HWI 2761+1.01 36.33+1.25 46.63+1.10

Results for Generator + Classifier approach (“Generator”) and Matching Networks
(“Match. Nets”) are as reported in [15]. “WI + FT” refers to results obtained in [15]
using the proposed combined weight imprinting and fine-tuning approach.

TABLE VII
CUB-200-2011 MULTIMODAL: EVALUATING THE ACCURACY OF
VARIOUS IMPRINTING METHODS ON THE MULTIMODAL SPLIT OF THE
CUB-200-11 DATASET (NOVEL CATEGORIES).

Method | 1-shot* 2-shot* 5-shot*

WI 26.05 £+ 1.30 26.37 £ 0.92 27.64 £+ 0.69
HWI- 21.39 +0.68 22.29 +0.35 23.77 £ 0.54
HWI 26.93 +1.26 28.25 +1.34 29.66 4+ 0.57
HWI-M 27.67 +£1.63 29.69 +£0.44 33.56 £ 0.62

*n-shot refers to the number of samples n used for each modality.

The experimental results are reported in Table VI. The pro-
posed method (p = 30,7 = 15) was also compared to three
other baseline few-shot learning approaches, the Generator
+ Classifier approach, as proposed in [11], the Matching
Networks [25], as well as the Weight Imprinting + Fine-tuning
approach (which requires further optimization of the network
for the novel classes compared to plain weight imprinting), as
proposed in [15]. Note that the proposed method outperforms
the rest of the evaluated approaches. Note that despite using
the same network architecture as the one proposed in [15], i.e.,
an InceptionV1 model [24], our implementation also leads to
slightly better accuracy for the original WI approach, possibly
due to the different initialization of the network. However,
the proposed HWTI still outperforms the plain WI, regardless
the used setup. Similar results are also obtained when the
multimodal split of the CUB-200-2011 dataset is used, as
reported in Table VII. This split was compiled by merging
each set of 10 successive classes of the original dataset,
leading to 10 classes that are used for training the models
and 10 classes for evaluating the imprinting performance. The
proposed multimodal-aware imprinting approach again leads
to higher accuracy over all the evaluated methods, confirming
its ability to handle multimodal novel classes.

Finally, we also evaluated the performance of the proposed
method using the AwA2 dataset. The results are reported in
Table VIII. As before, the proposed method leads to significant
performance improvements over the plain WI method, while it
still outperforms the HWI- methods. The smaller differences
between HWI- and HWI can be possibly attributed the to
the smaller learning capacity of the employed network (the
risk of overfitting the representation is higher when more
powerful networks are employed). Note that slightly different
parameters were used for the HWI method in this experiment:



TABLE VIII
AWA?2: EVALUATING THE ACCURACY OF IMPRINTING METHODS ON THE
COMBINED NOVEL AND TRAINING CATEGORIES SPLIT.

Method | 1-shot 2-shot 5-shot

WI 51.03 £ 3.71 61.33 +2.73 75.23 £ 1.85

HWI- 54.55 4+ 3.31 68.44 + 3.17 76.95 + 2.12

HWI 56.14 + 2.70 70.16 + 2.63 77.85+1.84
TABLE IX

CLASS INTRUSION ROBUSTNESS EVALUATION ON THE AWA2 DATASET

§ 1-shot 2-shot 5-shot

0.1 55.60 +3.06 69.69 +£3.33  77.02 £ 2.81
0.5 55.73 £ 3.02 70.02 £+ 2.85 77.73 +£1.95
0.8 56.02 +2.78 70.06 £2.79  77.75+1.93
1 56.10 £ 2.73 70.16 £2.64 77.83+1.86
No distractors | 56.10 +2.73 70.16 =2.64 77.83 £ 1.86

p=20,r =10, and 0 = 0.

To demonstrate that the proposed method is also robust to
novel prototypes/distractors that are at a distance of at least r
from the existing prototypes, we also performed one additional
experiment. We randomly generated 10 additional prototypes,
each one having a distance between dr and dr + 1 from the
closest prototype, where ¢ is a hyper-parameter that controls
the intrusion (for § > 1 there will be no class intrusion).
The results are in Table IX. The goal of this experiment was
to demonstrate that the existing prototypes can be effectively
“protected” from distractors, if they exist in a distance greater
than r from the prototypes. Indeed, for § = 1 the accuracy of
the model has not been reduced, confirming the robustness of
the proposed method to distractors (given that the appropriate
distance from the existing prototypes is maintained to avoid
intrusions). For smaller values of 4, even though the existing
hyperspheres are intruded by the distractors, the effect on the
classification accuracy is minimal.

IV. CONCLUSIONS

In this paper we proposed a novel hypersphere-based weight
imprinting approach that maintains all the advantages of regu-
lar WI [15], i.e., it is able to readily extend a pretrained neural
network to classify samples from novel categories simply by
adding new weight vectors in the final classification layer
without requiring to perform any form of back-propagation
to this end. At the same time, the proposed method was
capable to overcome significant limitations of WI by being
able to learn regularized representations that provide better
generalization for classes which were not seen during the
training and provides a straightforward way to directly handle
novel categories with multimodal distributions. The proposed
method was extensively evaluated on three image datasets,
outperforming the regular WI approach.
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